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Abstract
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We present a method to analyze a relationship between eye move-
ments and saliency dynamics in videos for estimating attentive
states of users while they watch the videos. The multi-mode
saliency-dynamics model (MMSDM) is introduced to segment
spatio-temporal patterns of the saliency dynamics into multiple
sequences of primitive modes underlying the saliency patterns.
The MMSDM enables us to describe the relationship by the local
saliency dynamics around gaze points, which is modeled by a set of
distances between gaze points and salient regions characterized by
the extracted modes. Experimental results show the effectiveness
of the proposed model to classify the attentive states of users by
learning the statistical difference of the local saliency dynamics on
gaze-paths at each level of attentiveness.

CR Categories: H.1.2 [MODELS AND PRINCIPLES]: Informa-
tion Systems—User/Machine Systems;

Keywords: switching linear dynamical system, saliency map, at-
tentive state estimation

1 Introduction

“Eyes are a window into the mind” — eye movements
are often regarded as crucial clues to understand user
states [Just and Carpenter 1976; Calder et al. 2002].  Estimation
techniques of the states such as interests [Brandherm et al. 2007;
Nakano and Ishii 2010; Hirayama et al. 2010], atten-
tions  [Fletcher and Zelinsky 2009; Doshi and Trivedi 2010]
or fatigues [Ji et al. 2006] allow machines to perform an intelligent
interaction with humans. Our goal is to estimate users’ attentive
states (e.g., highly attentive to or distracted from the task) from eye
movements while they watch general videos.

Estimation methods of user states often include an analysis of
relationships between eye movements and contents or surround-
ing environments being looked at. It is because eye move-
ments can be affected not only by the user states but also by
the contents or environments as human information processing
is classified into two types: a controlled and an automatic pro-
cessing [Schneider and Shiffrin 1977]. Related work focuses on
“what types of dynamics does the user look at” for the estima-
tion, and they can be classified based on how to describe fea-
tures of the eye movements using the properties of gaze-related
objects in the contents or the surrounding environments. For in-
stance, many studies on interactive systems begin the analysis
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Figure 1: The multi-mode saliency-dynamics model describes
time-varying patterns of saliency dynamics as multiple sequences
of primitive modes extracted from the dynamics. The local saliency
dynamics around gaze points can be represented by using a set of
distances between the gaze points and salient regions character-
ized by the modes. We statistically learn the variation of the local
saliency dynamics on gaze scan-paths in order to estimate the at-
tentive states toward videos being looked at.

by specifying objects being looked at, and then extract unique
features such as the duration or the frequency of gazing tar-
gets [Qvarfordt and Zhai 2005; Brandherm et al. 2007], 3-gram se-
quences of the targets [Nakano and Ishii 2010], or reaction times to
dynamic content updates [Hirayama et al. 2010]. Some studies on
driving assistance systems investigate the correlation between eye
gazes and the environments. They detect specific objects from the
environments using optical flow [Doshi and Trivedi 2010] or ob-
stacle, sign and pedestrian detection [Fletcher and Zelinsky 2009],
and analyze the relationship between gaze directions and the object
locations to estimate the driver’s attention. Those studies employ
heuristic specifications for the extraction of gaze-related objects and
their dynamics from the contents or environments.

On the other hand, we aim to estimate user states toward general
videos from eye movements. Eye movements on the videos such
as movies [Goldstein et al. 2007], animations [Munn et al. 2008],
or dynamic natural scenes [Dorr et al. 2010] are complicated due
to the variety of the videos, and existing studies mainly focus on
similarities of the eye movements among subjects. Consequently,
it remains unclear how the eye movements can be correlated with
various dynamics in the videos. General videos usually contain
enormous variety of objects, and the objects have complex dynam-
ics such as appearances and disappearances, motions, shape defor-
mations, temporal texture variations, and temporal variations of vi-
sual saliency (i.e., the strength of targets’ attractiveness to users’
bottom-up attention). These dynamics are all expected to affect eye



movements, and modeling of such complex dynamics can be a fun-
damental approach to estimate the user states toward the videos.

In this paper we propose a method that models the complex dynam-
ics using simpler descriptions and examines “what types of dynam-
ics does the user look at” from eye movements, in order to esti-
mate the attentive states of users toward general videos. The main
contribution is to introduce a novel model called the multi-mode
saliency-dynamics model (MMSDM), which describes dynamics of
multiple visually-salient regions by simpler dynamics referred to as
modes (Figure 1). The MMSDM is a model composed of multiple
switching linear dynamical systems (SLDSs). Since each SLDS
enables us to model the dynamics of a single salient region as the
switching between modes, the MMSDM can capture the overall
saliency dynamics in the videos consisting of multiple salient re-
gions by the set of modes.

The MMSDM can describe the local saliency dynamics around
gaze points by the spatial relationship between the gaze points and
salient regions characterized by modes. We estimate the attentive
state by statistically learning variations of the local saliency dynam-
ics on gaze scan-paths, which is conditioned by several levels of
attentiveness. Namely, the MMSDM provides a framework to clas-
sify user’s attentive states based on “what types of local saliency
dynamics does the user look at”.

2 Overview of the proposed method

2.1 Problem setting and approach

Assume that general videos such as TV commercials are displayed
on a screen, and a user watches the videos. The user’s eye move-
ments can be observed as a sequence of gaze points on the screen
by using an eye tracker. The attentive state is measured as how
strong users pay attention to the videos; that is, we assume the at-
tentive state can be quantified into several levels. Attentive-state
estimation is a problem consisting of classifying the levels of atten-
tiveness based on the videos and the observed eye movements.

The basic concept behind the proposed method is that different
gaze scan-paths can be observed depending on the level of at-
tentiveness. Kahneman proposed the attention theory that likens
attention to a limited resource which is allocated to specific
tasks [Kahneman 1973]. Following this theory, the level of atten-
tiveness can be regarded as the amount of attention resource that
allocates to video-viewing tasks in this study. And thus, we assume
that users watch videos more actively using the attention resource
when they are highly attentive to the videos.

A challenge arises here, since the eye movements can be affected
not only by the level of attentiveness but also saliency dynamics that
attract human gaze in a video as mentioned in Section 1. We there-
fore assume that the observed eye movements can be conditioned
by both of them. Let S and E be features of saliency dynamics
and those of eye movements respectively, and let A be the level of
attentiveness. When F is statistically learned under the condition
of both S and A, the unknown level of attentiveness A is estimated
from a newly-observed pair of S and E as follows:

A = argmaxP(A|S,E)
A
= argmax P(E | S,A)P(A), 1)
A

where we assumed that the level of attentiveness A is independent
of the saliency .S for simplicity.

This study introduces the descriptions of features S and E. As men-
tioned in Section 1, the important clue to the estimation is “what

types of dynamics does the user look at”, and thus eye-movement
features can be described by the properties of objects in contents.
From this point of view, S can be described as “the overall saliency
dynamics in videos”, and F as “the types of local saliency dynamics
being looked at”. General videos have complex dynamics including
appearances and disappearances of salient regions at various loca-
tions, motions, shape deformations, temporal texture variations or
temporal saliency variations of the regions. Likewise, local saliency
dynamics around gaze points can be also complex because they are
extracted from the overall dynamics. Such complex dynamics re-
quire a large number of parameters of S and F, and make it difficult
to learn their probabilistic dependencies.

The MMSDM is introduced to overcome this difficulty. Since the
MMSDM describes the overall saliency dynamics as the sequences
of modes (see Section 3 and 4 for details), it provides the descrip-
tions of S and E in much more compact forms. Specifically, with
regard to the features of saliency dynamics S, a set of modes si-
multaneously existing in a frame, which we refer to as a scene, is
introduced instead of the complex saliency dynamics themselves.
And with regard to eye-movement features F, a set of distances be-
tween gaze points and salient regions characterized by modes of the
scene is employed in order to describe the local saliency dynamics
around the gaze points (see Section 5 for details). Consequently,
the proposed method can handle the probabilistic dependencies be-
tween complex dynamics by using simpler descriptions.

2.2 The proposed method

The overview of our proposed method is as follows. As shown
in Figure 2(A), we first extract salient regions to be looked at,
and their dynamics patterns from videos. We employ the saliency
map [Itti et al. 1998], which is known as a model of the bottom-up
visual attention. The saliency map enables us to detect the salient
regions automatically from the general videos without using spe-
cific heuristics. In order to model the dynamics of salient regions
parametrically, we employ the Gaussian mixture model (GMM)
and parameterize the temporal variations in a sequence of saliency
maps. By tracking the spatio-temporally continuous Gaussian com-
ponents, we obtain multiple saliency patterns that represent dynam-
ics such as motions, approximate shape deformations and temporal
saliency variations of the regions.

We then learn modes, primitive dynamics that appear in the saliency
patterns, based on the MMSDM (Figure 2(B)). The MMSDM seg-
ments all the saliency patterns into sequences of modes.

As aresult of the segmentation, the dynamics in a single frame can
be characterized by a scene: a set of modes appeared simultane-
ously in the frame. The feature of the overall saliency dynamics, S
in Eq. (1), is described by the scene. Besides, the local saliency dy-
namics around gaze points, E, is described by using the distances
between the gaze points and regions characterized by modes of the
scene. In the learning phase, these distances are learned as distribu-
tions under the condition of the scenes and the levels of attentive-
ness (Figure 2(C)). In the estimation phase, once we newly observe
a pair of videos and eye movements, we first identify the scene and
then estimate the attentiveness based on Eq. (1).

3 Extraction of saliency patterns

This section introduces the extraction and the parametric represen-
tations of saliency-dynamics patterns. We utilize the saliency map
here, a bottom-up computational model of visual attention. The
saliency map typically includes the extraction of low-level visual
features such as intensities, colors, orientations, or motions from
sequential images at multiple scales, the normalization and the in-
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Figure 2: Overview of the proposed method.

tegration of the features into a 2D map with a saliency value at each
pixel. We obtain a sequence of saliency maps from a video ! | i.e.,

a saliency map i is computed from an input frame ¢, at frame ¢.

Because videos often contain multiple objects in a frame, the ob-
tained map i is expected to include several salient regions. These
regions individually include the dynamics such as motions, shape
deformations, temporal texture variations, and temporal saliency
variations. Moreover, the number of regions is time varying;
in other words, regions can appear and disappear at any frame
throughout a single video.

In the following subsections, we first model a saliency pattern pro-
duced by salient regions in Subsection 3.1, and then introduce the
technique to track the number of regions in Subsection 3.2.

3.1 Modeling saliency patterns using the GMM

Let us first assume that the numbers of regions in all the frames
are given. The video can be then segmented into an interval se-
quence, (I, ... 1)), where the interval I*) = [by,, e] con-

IThe implementation of saliency extraction is in MATLAB using the
Saliency Toolbox [Walther and Koch 2006]. The features computed here
include intensities, colors, orientations, and inter-frame motions.

sists of frames with the same number of regions, C' (%) We describe
the saliency dynamics in each interval by a set of saliency patterns
produced by salient regions.

To parameterize the pattern of the regions, we approximate the
saliency maps by the GMM. That is, salient regions are modeled
by Gaussian components and their saliency patterns can be obtained
by tracking spatio-temporally continuous components. This mod-
eling sacrifices representation of a detailed contour and texture of
the regions. Instead, the GMM allows us to describe locations, ap-
proximate shapes, and the strength of saliencies of the regions by
means, covariances and weights of the components, respectively.

The concrete procedure begins with normalization of the saliency
map i as a probability distribution on the image (i.e., 2-d plane),
and approximation of the distribution by massive samples. We
then estimate parameters of the GMM based on the expectation-
maximization (EM) algorithm. Let us denote the probability distri-
bution of the GMM, which is fitted to %t, as W;. The mean, covari-
ance, and weight vector of c-th component in U, are respectively
denoted as 12\, ${°), and ¢!, The overall properties of region ¢
at frame ¢ is denoted as 87 € R® (c € {1,...,C®™} ¢t € I®).
It can be modeled as 6'9 = ((u{)T, ()T, !?)T, where
a'ic) € R? consists of the variances and the covariance (i.e., ele-
ments of Zic)). By tracking the spatio-temporally continuous com-
ponents in the interval I ) the saliency pattern of the region c is
obtained as the vector sequence ®@*:¢) = (01(72), ce 05;,?).

While the convergence of the iterative procedure of the EM algo-
rithm is guaranteed, the results strongly depend on given initial val-
ues. We assume that the salient regions change “smoothly” except
for shot changes. And there, for the initial values of the iteration,
we employ the optimized parameters in the previous frame.

3.2 Tracking the number of components

This subsection introduces the tracking technique of the time-
varying number of components so as to segment a video into in-
tervals. In order to determine the number when a video displays
a complex scene and salient regions have ambiguous contours, we
prepare the candidates of GMMs with various numbers of com-
ponents for each frame, and optimize the time-varying number
of components. Specifically, we first set the minimum and max-
imum number of components as Chin and Cpax, respectively.
The GMM distributions and their parameters consisting of each of
{Chiin, - - - , Cmax } components are obtained for every frame. The
number of components is tracked based on the greedy algorithm.

Let us denote the probability distribution of y-component GMM

on the image at frame ¢ as U\" = T NP (4 €
{Cumin, - - -, Cmax }). where 1o{“" = N ({547 describes
c-th Gaussian distribution and ¢{°”’ denotes the weight of the dis-
tribution. The estimated number of components at frame ¢ is de-

noted as C, and it is derived from the following equation:

Cy = arg max
Y€{Cmin,---,Cmax}

{Vo(7)—alp (’7)+ﬁw(t,t—1)VS (v, étfl)}-
2)

Vb is a data term that measures the similarity between the saliency
map i+ and the fitted y-component GMM distribution \Ifgw by
the Bhattacharyya coefficient denoted as Vi (y) = BC (i, \I/,Ew),

where we here normalize i; so that it can be treated as a probability
distribution. In order to keep components apart and eliminate the
redundancy of the models, Vp is employed as the parameter term.
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Figure 3: Example of time-varying saliency patterns. The 1st row of the figure depicts some of the saliency maps and the rest of the rows
depict the saliency patterns of salient regions: means (2nd row), covariances (3rd row) and weights (4th row). With regard to means and
covariances, the figure depicts the st principal component of the signals for visualization. The vertical dashed lines describe the frames in

which the number of components changes.

Vp evaluates a similarity among components; this term calculates
the minimum distance among components by the maximum Bhat-
tacharyya coefficient as follows:

Ve(y) = (Be@!w@). @

max
1,5€{1,...,v}i#]

a(> 0) is a scale parameter defined as a ratio between the standard
deviation of Vp sequence and that of Vp sequence.

Vs is a smoothness term described as Vs (7, Ci—1) = 0(v, Ci—1)
where §(7, j) denotes the Kronecker delta. This term is regular-
ized by w(;—1,;) that measures the similarity between the succes-
sive saliency maps by w—1,) = BC (i, %_1). The parameter
B(> 0) describes the strength of the regularization. We gradually
increase 3 from zero as long as we obtain short intervals consisting
of the same number of components. In this paper we set 3 to make
all the intervals longer than 0.5 sec.

The interval /% is obtained with a set of saliency patterns
{9('“'6) |ke{l,....,K}, ce{1,..., C““)}} as a result of the
tracking. Figure 3 depicts an example of the patterns obtained from

a TV commercial. The vertical dashed lines in the figure describe
the frames in which the number of components changes.

4 Modeling saliency dynamics based on the
MMSDM

4.1 The multi-mode saliency-dynamics model

The modeling of the overall saliency dynamics in videos is required
for the estimation of attentive states as mentioned in Subsection 2.1.
In general videos, multiple salient regions can appear and they can
have a dynamics individually. And thus, the variety of the overall
saliency dynamics can diverge because they are described as the
combination of the dynamics of each region. Since we assume the
eye movements conditioned by the saliency dynamics as Eq. (1), a

simpler description and a smaller variety of the overall dynamics
are essential for learning features of the eye movements.

Although the GMM describes the salient regions with relatively
small number of parameters, the Gaussian components obtained
frame-wisely still have a large variety because they includes pa-
rameters of locations as well as shapes and saliencies. On the other
hand, several typical patterns can be found in the saliency patterns
as shown in Figure 3. That is, the classification of patterns in a
small interval is expected to lead to a drastic decrease of the variety
of the overall dynamics.

The multi-mode saliency-dynamics model (MMSDM) is a model
to describe the dynamics of multiple salient regions by sim-
pler descriptions, and it is composed of multiple switching lin-
ear dynamical systems (SLDSs). The model of SLDS, which
has been widely studied in the field of control theory?, has now
become an efficient tool to represent complex dynamics in hu-
man motion [Bregler 1997; Pavlovic et al. 2000; North et al. 2000;
Liet al. 2002]. The SLDS models the complex dynamics as the
switching between simpler dynamics, where each of the time evo-
lutions of simpler dynamics is formulated by a linear dynamical
system. As we introduced in Section 1, we refer to each of these
simpler (i.e., linear) dynamics as a mode. Applying the SLDS to a
single salient region, we can model its complex dynamics (i.e., mo-
tions, approximate shape deformations, and temporal saliency vari-
ations) as the switching between multiple modes. In the case that
multiple regions exist, multiple SLDSs can be used, where each of
the regions is modeled by a different SLDS. Therefore, once we
successfully model the overall saliency dynamics in a video, the
MMSDM segments saliency patterns comprised in the video into
multiple mode sequences.

Figure 4 depicts an example of multiple mode sequences obtained
from the saliency patterns shown in Figure 3. Note that the num-
ber of mode sequences corresponds to that of components, and the
number is estimated using the greedy algorithm in Subsection 3.2.

2Switching linear dynamical system is often referred to as the “switched
linear system” in the field of control theory.
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Figure 4: The mode sequences obtained from saliency patterns
shown in Figure 3. The vertical axis shows component ID
{1,...,C™Y in each interval I, and the vertical position of
rectangles describes the ID of modes. The vertical dashed lines
describe the frames in which the number of components changes.

As a consequence, the mode sequences can newly appear or disap-
pear as we see in Figure 4. In the remaining of this section, we first
explain the MMSDM more specifically, and we then introduce the
learning and segmentation method of MMSDM briefly.

4.2 Modeling saliency dynamics based on the MMSDM

Let us denote a set of linear dynamical systems as D =
{D1,...,Dn}. Each system D; models a transition of state vec-
tors, from z;_1 to z, as follows:

a=F% 1 +gY +w?, )

where F() is a system matrix and g* is a bias vector. wgi) is

the process noise modeled by a Gaussian distribution N (wgi) |
O,Q(i)). That is, each dynamical system D; has FO, g(i) and
QW individually. We assume that the systems are fully observable,
i.e., the states correspond to signal variables obtained from data.

Our focus is to model a saliency pattern © %¢) = (0;:)7 ce 0&;))
as a sequence of modes. The pattern includes motions, approxi-
mate shape deformations, and temporal saliency variations. Gener-
ally, the motion saliency is obtained by the relative changes such
as temporal differences of successive frames [Wildes 1998]. In
an analogous way, the other dynamics are expected to include an
important clue in their relative changes. We so describe a rel-
ative pattern of saliency dynamics by modes; z; is defined as

2 =09 — 0% (¢ € by, ex]) where @) denotes a temporal
average of © ") in the interval [bx, ex]. The use of the relative
change also reduces the size of the parameter space.

On the other hand, the mode transitions are modeled by a finite state
automaton. Let { M1, ..., M N} be a set of modes that corresponds to
D, where the mode m; corresponds to the linear dynamical system
D;. Since a mode, m;, has a certain duration, let us introduce the

notation < m;, 7 >. That is, the segment < m;, T > corresponds
to a saliency pattern modeled by D; with length 7.

As a result, each saliency pattern is segmented into a mode se-

quence. Let M) = (M (¥ M](Vk;’:) ) be amode sequence

of the saliency pattern Ok M) g generated by the automa-
ton and it assumes the first-order Markov property for the gener-
ated intervals and that the adjacent intervals have no temporal gaps
or overlaps. Then, the mode transition process can be modeled
by the conditional probability, P(M,, =< m;,7 >| M,—1 =<
mg, Tp >), wWhere it denotes that the segment < mj, T > occurs
after the segment < m;, 7, >. Since the duration has a large vari-
ability in our case, we chose not to model the distribution of seg-
ment durations but to model only the transition probability between
modes, i.e., we use P(< mj;, T >|< m;, 7p >) = P(m; | ms).

4.3 Learning and segmentation of saliency dynamics

In the learning phase, all the saliency
{@Um) ke {l,....,K}, ce {17...7c<k>}}

from a large number of videos are used for the training data
to estimate the parameters of the SLDSs. Here, we assume
that all the patterns that appear in videos share the same set
of dynamical systems D in order to employ a large amount
of training data. This reduces the size of the parameter space
significantly. However, the number of modes, [V, is also unknown;
that is, the parameters to be estimated in the learning phase is:
{FD gD QW |i=1,...,N},P(m; | m;) (i,j =1,...,N),
and N itself. If IV is given, then the MMSDM can be learned by
solving the segmentation of the saliency patterns and the parameter
estimation of linear dynamical systems simultaneously. Therefore,
a method of non-hierarchical clustering (e.g., the EM algorithm)
can be applied. However, our problem involves an unknown
number of modes, and moreover, the non-hierarchical clustering
algorithms often strongly dependent on the initial parameters.

patterns
obtained

Despite these difficulties, some algorithms have been developed for
this problem recently. In particular, we employ the method pro-
posed in [Kawashima and Matsuyama 2005]. This method has pro-
posed the use of the model-based hierarchical clustering of linear
dynamical systems that estimate their number of modes and the pa-
rameters. Hence, the estimation process is divided into two steps:
a clustering step and a refinement step that refines all the parame-
ters based on the EM algorithm including the transition probability
P(m; | mj) (i, = 1,...,N). In parallel with the parameter
estimation, this method segments all the training data into mode se-
quences (see [Kawashima and Matsuyama 2005] for the details of
the learning algorithm).

5 Attentive state estimation

5.1 Scenes and local saliency dynamics

Our proposed method aims at the estimation of the attentive state
(i.e., the level of attentiveness) by analyzing a relationship between
eye movements and saliency dynamics in videos. It follows Eq. (1),
and requires both the overall saliency dynamics in videos and local
saliency dynamics around gaze points for S and FE, respectively.
For modeling the saliency dynamics, we introduce the MMSDM
and segment the dynamics patterns into multiple mode sequences
as shown in Section 4. This section presents the description of S
and F using the mode sequences.

First of all, Eq. (1) models probabilistic dependencies in
simultaneously-obtained S, E and A. That is, the estimation pro-



cess is conducted within a certain time window. Here, as shown
in Figure 4, modes of saliency dynamics can sometimes change
rapidly. With consideration for such rapid changes, we assume
frame-wise dependencies, i.e., P(E: | Si, Ay).

How can S; and E; be described using the obtained modes? S
describes the overall saliency dynamics, and thus we employ a set
of modes appeared simultaneously in the frame. Let us first denote
a mode of c-th component at frame ¢ in interval I*) as sgd €
{m1,...,mn}. Werefer to S; as a scene, and denote it as follows:

St:{sgc)|c€{1,...70<k)}}. )

The possible number of scenes with C' components and N modes
can be calculated by a homogenous product,
~He =yic1 Co=( VP51 ).

Recall that our framework examines “what types of dynamics does
the user look at”. This specifically requires not only the types but
also the spatial relationship of saliency dynamics toward the ob-
served eye movements. The modes describe relative patterns of the
saliency dynamics and they do not include the information of the
absolute position of the regions. Thus, regarding the description
of local saliency dynamics E;, we utilize the distances between an
gaze point and salient regions with the modes. Let us describe E;
around an gaze point z; € R? by a set of distances as follows:

Etz{g(sﬁ“))\ce{L...,C(“}}, 6)

where & (SEC)) denotes the distance between x; and the Gaussian
component with the mode s{”). Specifically, we here define &(s!)
as follows:

£(si7) = \/(fvt — )T (2 — pi?), (7
where ugd is a mean of the component.

5.2 Learning of local saliency dynamics and attentive
state estimation

This subsection introduces a method for learning local saliency dy-
namics F;. As shown in Eq. (6), F; consists of a set of distances

{€(s'))}. We learn the distances conditioned by the scene S; (see
Eq. (5)) and the level of attentiveness A; € {A1,..., An, }.

With consideration of a large variety of scenes, we assume the in-
dependency of distances among modes, and learn the distances as

the naive Bayes model. That is, we learn each distance & (sﬁc))
as a probability distribution for the corresponding mode stC> €
{ma, ..., mn} individually.

Let us denote the probability distribution of the distance £(m) to
the component with the mode m, where a set of modes equals to .S,
as Pp,(§(m) | S, A). P(Eq | S, A¢) is then defined as follows:

P(E| S, A= ]] P (E(s)) | S, A (8)
SEC)ESt
We collect various scenes with the same set of modes, and apply

the kernel density estimation to the obtained data to estimate the
probability distributions of distances.

Given that a new gaze point is observed under a scene Sy, we cal-
culate the local saliency dynamics E; and estimate the level of at-
tentiveness A; based on the maximum likelihood estimation:

At = arg maxP(Et | gt,A). (9)
A

In modifying Eq. (1) to Eq. (9), we assume P(A) as a constant and
equal in all the levels of attentiveness while watching each video.

6 Experiments

6.1 Experimental setup

We conducted some experiments and estimated the level of at-
tentiveness. In this experiments, we aimed to discriminate two
levels: high and low, as a relatively-simplified evaluation (i.e.,
A; € {Anign, Alow }). 10 subjects took part in the experiments,
and 12 TV commercial videos (15 sec) were employed. The com-
mercial videos are originally designed to attract the visual attention,
and therefore are expected to include some obvious salient regions.

Environment and conditions

A subject sat in front of a screen’, and an eye tracker * was in-
stalled below the screen. The eye-tracking accuracy was, on aver-
age, around 0.7°. The distance between the subject and the screen
was around 1000 mm, and in this settings eye movements could be
observed during experiments.

As mentioned in Subsection 2.1, the level of attentiveness speci-
fies an amount of attention resource allocated to the video-viewing
tasks. We therefore adopt the following two conditions in order to
control the attentiveness in the experiments:

Condition 1 (high level of attentiveness) A subject watches a
video and answers a simple interview after that.

Condition 2 (low level of attentiveness) A subject watches a
video with doing a mental calculation.

For each condition, subjects were asked to orient their gaze to a
screen as far as possible.

In the experiments, the videos are split into two groups, VA (six out
of all the videos) and VB (the other six videos). Subjects watched
all the videos twice by following the procedures below.

e The half of the subjects carried out the tasks as: (1st trial)
VA —Condition 1, VB —Condition 2, and (2nd trial) VB—
Condition 1, VA—Condition 2.

e The other half carried out the tasks as (Ist trial) VB
—~Condition 1, VA —Condition 2, and (2nd trial) VA—
Condition 1, VB—Condition 2.

Between the trials, subjects took a small break. The order of videos
in video groups was randomized in each of the trials.

Preprocessing and parameters setting

Gaze data was acquired by the eye tracker at 30 Hz. Since we focus
on eye movements on a screen, we do not regard the eye blinks or
eyelid closures in this paper. As preprocessing, we applied a me-
dian filter with 0.5 sec window to the data to suppress spontaneous
noises and to interpolate short defects by eye blinks. We also ex-
clude the remaining defects in the data caused by eyelid closures
from analysis, which constituted 23.6% of the total data.

The minimum and maximum number of components were set to
Cmin = 2 and Chax = 8, respectively, during the extraction of
saliency patterns from the saliency maps. In addition, the strength

3MITSUBISHI Diamondcrysta RDT262WH, 25.5 inch, W550
mm/H344 mm.

4Tobii X60 Eye Tracker. An approximate allowed range of head motion
is 400x 220 300mm.



Table 1: Estimation results. Mqu,: the baseline method with the
gaze-duration feature, Mcom: the baseline method with the compo-
nents clustering, and My, : the proposed method.

Method Mdur Mcom Mpro
Accuracy (%) 59.3 68.9 80.6

of regularization for tracking, 3 in Eq. (2), was determined not to
generate intervals shorter than 0.5 sec. In the learning method de-
scribed in Subsection 4.3, we employed all of the 12 videos for the
training data, and the number of modes was determined as 7.

Evaluation

120 data for each trial (totally 240 data), which consist of two levels
of attentiveness per each video, were obtained. We applied leave-
one-out cross validation (LOOCYV) to obtain the estimation accu-
racy. In order to exclude an order effect on watching of the same
video under the opposite condition, LOOCYV is applied to each of
the trials. Namely, each of the validations we remove one of the
120 data to learn local saliency dynamics for all the scenes using
the rest of the data, and test for all the frames in the removed data
to be classified correctly. Thus, the accuracy is obtained as a ratio
of correctly-classified frames to all the tested frames.

Two different estimation methods, Mqgur and Mcom, were used to
serve as baselines. Mgy, utilizes gaze durations toward any salient
regions as a feature. Specifically, since the salient regions are
modeled as a Gaussian component, we utilize the minimum dis-

tance between gaze points and component means, mins(c> 13 (S§C>)
t

in Eq. (7), to judge whether subjects gaze at the regions. The gaze-
duration feature is obtained as the ratio of intervals where the dis-
tances are within a threshold; the threshold was set to 4° empirically
with the consideration of the screen size, in a 0.5 sec sliding win-
dow. The level of attentiveness is estimated by applying the Fisher’s
discriminant analysis to the features.

The other baseline Mcom verifies the efficiency of scene description
by MMSDM. Mcom includes a frame-wise clustering of parameter

changes of Gaussian components (Gic) - Oii)l € R% in Subsection
3.1) by applying GMM. The number of clusters is set to 7, the same
number as that of modes in the proposed method. Mcom follows the
estimation scheme shown in Section 5. That is, the scenes and the
local saliency dynamics in Mcom are described by using a set of
clusters instead of a set of modes.

6.2 Results and discussions

Table 1 shows the accuracy of the estimations, the ratio of correctly-
classified frames to all the tested frames. The results demonstrate
that the proposed method M, can work well even when the base-
lines have no clear discrimination of the two attentiveness levels.

The comparison of Mgy With Mpro and Mcom shows the effec-
tiveness in handling saliency dynamics when analyzing eye move-
ments. Regarding My, and Mcom, the common scheme underly-
ing these methods is to learn eye-movement features (i.e., the lo-
cal saliency dynamics) conditioned by scenes, and the difference is
how to model the scenes. The proposed method models scenes by a
set of modes. The number of clusters in Mcom 1S set to the same as
that of the modes for verification, and the results indicate that the
proposed method can capture the scenes more efficiently.

The scenes in the proposed method have specific modes that per-
form effectively/ineffectively for the estimation. Figure 5 depicts

examples of distance distributions as well as saliency maps and
their scenes. Distance distributions from scene (a) show that all
the modes in its scene can contribute the estimation to some ex-
tent, however, the distributions from (b) and (c) demonstrate that
the mode 1 and 3 have little difference between the states (i.e., high
and low) and their contribution in the scene is limited. In addi-
tion, the scene with modes {1, 3,3} has no modes that contribute
the estimation as shown by distributions from scene (d). In such
cases, we can “prune” the useless modes from the scene and can
describe the scene more simply. For instance, the scene {1, 3,4,5}
can be replaced by the scene {4, 5} with regard to scene (b). This
mode pruning will reduce the number of scenes to be considered,
and provide more training data for some scenes.

Modeling of saliency maps by GMM can describe saliency dy-
namics such as motions, shape deformations and temporal saliency
variations parametrically. However, this modeling has a side-effect
that the Gaussian components are inescapably fitted to the locations
wherever the strength of saliency is higher than surroundings. As a
result, the intuitive numbers of salient regions do not always agree
with the number of components (the scene from saliency map (c)
for instance). Generally, scenes with a large number of compo-
nents have a large variety in mode combinations and may cause an
overfitting. More accurate estimation of the number of components
is required for the proposed method as well as the mode pruning
mentioned above. Besides, it still remains unclear that which pa-
rameters in saliency dynamics contribute the estimation. The spec-
ification of the contribution of each parameter for analyzing gaze
and attentiveness should be addressed in future work.

7 Conclusion

We propose a method to estimate the attentive states of users while
they watch general videos such as TV commercials. The multi-
mode saliency-dynamics model (MMSDM) is proposed to describe
complex saliency dynamics in videos. Since the MMSDM seg-
ments the saliency dynamics into multiple mode sequences, it en-
ables us to describe local saliency dynamics around gaze points ef-
ficiently with a set of modes. The experimental results demonstrate
that the difference in statistically-learned local saliency dynamics
can be a crucial clue to estimate the level of attentiveness.

Acknowledgement This work is in part supported by MEXT
Global COE program “Informatics Education and Research Cen-
ter for a Knowledge-Circulating Society”.

References

BRANDHERM, B., PRENDINGER, H., AND ISHIZUKA, M. 2007.
Interest estimation based on dynamic bayesian networks for vi-
sual attentive presentation agents. In Proc. of ICMI, 346-349.

BREGLER, C. 1997. Learning and recognizing human dynamics in
video sequences. In Proc. of CVPR, 568-574.

CALDER, A., LAWRENCE, A., KEANE, J., SCOTT, S., OWEN,
A., CHRISTOFFELS, I., AND YOUNG, A. 2002. Reading the
mind from eye gaze. Neuropsychologia 40, 8, 1129-1138.

DORR, M., MARTINETZ, T., GEGENFURTNER, K., AND BARTH,
E. 2010. Variability of eye movements when viewing dynamic
natural scenes. Journal of vision 10, 10, 1-17.

DosHI, A., AND TRIVEDI, M. M. 2010. Attention estimation by
simultaneous observation of viewer and view. In Proc. of CVPR
Workshop, 21-217.



Scenes

Saliency maps

(a)

(b)

(©)

(d)

<
[\
G

S Probability o Probability
o

N
wn O wn O

Probability S Probability

S

Distance distributions
(High level of attentiveness) (Low level of attentiveness)

(=)

50 0
Distance

Figure 5: Saliency maps, obtained scenes, and distance distributions for both high and low level of attentiveness. The numbers in the scenes

and distance distributions represent the IDs of modes.

FLETCHER, L., AND ZELINSKY, A. 2009. Driver inattention de-
tection based on eye gaze-road event correlation. International
Journal of Robotics Research 28, 6, 774-801.

GOLDSTEIN, R. B., WoobDs, R. L., AND PELI, E. 2007. Where
people look when watching movies: do all viewers look at the
same place? Computers in Biology and Medicine 37,7, 957-64.

HIRAYAMA, T., DODANE, J.-B., KAWASHIMA, H., AND MAT-
SUYAMA, T. 2010. Estimates of user interest using timing struc-
tures between proactive content-display updates and eye move-
ments. [EICE Trans. on Information and Systems E-93D, 6,
1470-1478.

ITT1, L., KOCH, C., AND NIEBUR, E. 1998. A model of saliency-
based visual attention for rapid scene analysis. IEEE Trans. on
PAMI 20, 11, 1254-1259.

J1, Q., LAN, P., AND LOONEY, C. 2006. A probabilistic frame-
work for modeling and real-time monitoring human fatigue.
1IEEE Trans. on Systems, Man and Cybernetics, Part A: Systems
and Humans 36, 5, 862-875.

JuSsT, M., AND CARPENTER, P. 1976. Eye fixations and cognitive
processes. Cognitive Psychology 480, 441-480.

KAHNEMAN, D. 1973. Attention and effort. Prentice Hall.

KAWASHIMA, H., AND MATSUYAMA, T. 2005. Multiphase learn-
ing for an interval-based hybrid dynamical system. /EICE Trans.
on Fundamentals E88-A, 11, 3022-3035.

LI, Y., WANG, T., AND SHUM, H.-Y. 2002. Motion texture: a
two-level statistical model for character motion synthesis. ACM
Trans. on Graphics 21, 3, 465-472.

MUNN, S. M., STEFANO, L., AND PELZ, J. B. 2008. Fixation-
identification in dynamic scenes. In Proc. of APGV, 33—42.

NAKANO, Y. I., AND IsHII, R. 2010. Estimating user’s engage-
ment from eye-gaze behaviors in human-agent conversations. In
Proc. of 1UI, 139-148.

NORTH, B., BLAKE, A., ISARD, M., AND RITTSCHER, J. 2000.
Learning and classification of complex dynamics. IEEE Trans.
on PAMI 22,9, 1016-1034.

PAavLovic, V., REHG, J. M., AND MACCORMICK, J. 2000.
Learning switching linear models of human motion. In Proc.
of NIPS, 981-987.

QVARFORDT, P., AND ZHAI, S. 2005. Conversing with the user
based on eye-gaze patterns. In Proc. of CHI, 221-230.

SCHNEIDER, W., AND SHIFFRIN, R. M. 1977. Controlled and
automatic human information processing: I. detection, search,
and attention. Psychological Review 84, 1-66.

WALTHER, D., AND KocH, C. 2006. Modeling attention to salient
proto-objects. Neural Networks : the Official Journal of the In-
ternational Neural Network Society 19,9, 1395-1407.

WILDES, R. P. 1998. A measure of motion salience for surveil-
lance applications. In Proc. of ICIP, 183-187.



