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Abstract

This paper presents a novel algorithm for estimating
complex human motion from 3D video. We base our al-
gorithm on a model-based approach which uses a complete
surface mesh of a 3D human model to be matched with 3D
video data. This type of method usually works well against
partly incomplete input data. However, it fails to estimate
what we call “complex motion”: where some parts of the
body touch each other for a long period. It is because the
touching deteriorates the visibility of the neighbouring sur-
face, which causes matching failures.

In order to solve this problem, we introduce a “visibil-
ity” measure for each mesh vertex that represents how it
is occluded or missed on the observed surface. Using the
“visibility” we selectively suppress the outliers caused by
low observability while traditional surface matching algo-
rithms try to find corresponding area for the entire surface
and cannot converge to the real posture by definition. Our
algorithm shows improvements over naive surface matching
algorithm on both synthesized and real 3D video.

1. Introduction

The representation of a moving articulated object such
as a human body is important in many applications, for
example technical analysis of human motion in sports and
dance, or production of video content. Motion capture sys-
tems are popular and available for such purposes but they
require special markers and suits, which is often a burden to
the target. Moreover, it is not possible to capture a target’s
motion and natural appearance simultaneously when mark-
ers are used. For these reasons, vision-based human motion
capture has been an active topic in computer vision in recent
years [6].In this paper, in order to realize a scheme for repre-
senting the motion of a human body which can be approxi-
mated by an articulated rigid body without using any special
markers and suits, we propose a visibility-based method for
human motion estimation.

1.1. Problem Definition

We use time series volume data as input which we com-
pute from multiple view video (we call it reconstructed 3D
shape) in advance since it can provide rich 3D informa-
tion for accurately estimating human pose. We also utilize
a manually constructed 3D human model, consisting of a
complete surface and a kinematic model which are given
a-priori. We then estimate target’s motion by matching the
reconstructed 3D shape and the 3D human model frame by
frame. Thus, the problem of human motion estimation can
be attributed to that of model fitting in which the kinematic
model of the 3D human model is fitted to the input so as to
minimize the difference between its surface and the recon-
structed 3D shape.

1.2. Complexity of Human Motion

The reconstructed surface is usually incomplete due to
visibility problem caused by self touching of the body. Low
visibility thus deteriorates the matching between a recon-
structed 3D shape and the 3D human model. Therefore we
evaluate the complexity of human posture in terms of the
degree of touching of target’s body parts. We then define
the complexity of human motion on the basis of complexity
of posture while taking the duration into account.

Human motion can be classified into three types: sim-
ple motion, semi-complex motion, and complex motion. We
here define these three motions as follows. simple mo-
tion refers a motion without any contacts beteen body parts.
semi-complex motion involves complex posture, i.e. some
body parts touch with each other. complex motion refers a
motion in which the same complex posture lasts for a long
period. Although conventional model-based approaches
still work well for semi-complex motions, they cannot ac-
curately estimate complex motion due to the cumulative
matching failures.

In order to cope with complex motion as well as semi-
complex motion, we introduce the visibility-based approach
to the model fitting problem in the next section.
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1.3. The Visibility-based Method

3D Surfaces Reconstructed from Multiple View Video
The 3D shape of an object is represented by primitives,
e.g. vertices on surface and their time-variant connectivity.
Given the target is represented by a mesh, the mesh topol-
ogy can generally change from frame to frame. Especially,
when two body segments touch each other, the touching sur-
faces cannot be seen at all (Figure 1). We call this area in-
visible surface. Further, the neighbouring surfaces cannot
be observed by some of the cameras (Figure 1). We refer to
such regions of surfaces as less-visible.

We assume that less-visible surfaces on a reconstructed
3D shape always occur with invisible surfaces and thus can-
not be fully fitted by the 3D human model. Less-visible sur-
faces are likely to be reconstructed with low accuracy since
it is difficult to observe such a partial surface from many
of the cameras due to occlusions caused by touching body
parts. For these reasons, less-visible surface are not suitable
to fit for the 3D human model, It is obvious that the more

Target Observed 
Surface

less-visible surfaceinvisible surface

Figure 1: Invisible surface and less-visible surface.

complex the target motion is, the more areas suffer from
the problem due to potential risk of body touching causing
reconstruction errors.

3D Human Model We deal with the human body as the
target object in our research and assume that it can be ap-
proximated by an articulated rigid body, which is comprised
of segmented parts and their time-invariant connectivity.
That is, each segmented part is connected to each other at
its end points by a joint .

As can be seen in Fig.1, a major difference between the
assumed articulated rigid body and the reconstructed 3D
shape typically arises at the time of touching between body
parts. We can compare the 3D human model and the recon-
structed 3D shape from this point of view, and find poten-
tial areas in the 3D human model that correspond to less-
visible surfaces in the observed 3D model. This is possible
by observing the 3D human model with virtual cameras that
are placed in the same way as real cameras used in recon-
structed 3D shape acquisition. We call these parts of surface
solitary. Solitary surfaces that are identified by observing
the 3D human model virtually are not suitable for fitting
with the reconstructed 3D shape.

Visibility-based Model Fitting To estimate complex hu-
man motion by model fitting, we propose to consider not
only the target’s shape but also visibility.

As we already explained, it is difficult to correlate a re-
constructed 3D shape with the 3D human model by naive
fitting when the target is in a posture with touches between
different body parts. It is because of changes of mesh topol-
ogy on the reconstructed 3D shape which act on less-visible
surface in the reconstructed 3D shape, and also on the soli-
tary surface on the 3D human model.

To overcome this difficulty in correlation, we present a
method to make both global topologies of the reconstructed
3D shape and the 3D human model similar, by excluding
the less-visible surface in the reconstructed 3D shape and
the solitary surface in the 3D human model in the fitting
process. This topological similarity helps more accurate fit-
ting by removing outliers.

In implementation, we evaluate both reconstructed 3D
shape and 3D human model, find less-visible surface and
solitary surface and exclude them from fitting. For this eval-
uation, we introduce a visibility measure. For each vertex,
we count the number of cameras that are visible from its
position, and normalize it by the total number of cameras.
We call this value visibility, and evaluate appropriateness of
vertices for the fitting process.

After the evaluation, we exclude less observable areas
assuming that they are less-visible or solitary surface, and fit
the remaining surfaces of 3D human model to that of the re-
constructed 3D shape. We call this fitting method visibility-
based model fitting. It can overcome not only touching sur-
face problem but also reconstruction error problem when it
is caused by the lack of adequate observing cameras. By ap-
plying this fitting to the entire time series, we can estimate
complex human motion.

2. Related Work

2.1. Human Motion Estimation Methods

In this section, we classify related works on human mo-
tion estimation from two aspects, i.e. types of input data
and the use of 3D human model.

Input Data Many types of input data are used for motion
estimation. They can be classified to three levels of data
type, monocular image data, multiple image data, and 3D
shape data.

The system based on monocular image data [9] is easy to
set up, but not desirable to acquire accurate estimation re-
sult. Using multiple images [5] we can expect higher capa-
bility than a monocular image based system, but cannot use
full 3D shape information, 3D normal and curvature on sur-
face for example. To overcome these difficulties, Ogawara



et al.[8] employed a time-series of full 3D shapes of the ob-
ject estimated from multi-viewpoint videos.

However, a problem in using 3D shape data as input is
that the accuracy of 3D shape reconstruction generally af-
fects the final result of motion estimation. In order to han-
dle the problem we introduce a visibility measure for mo-
tion estimation. By taking account the visibility measure,
we can reduce the influence of reconstruction error since
partial surfaces with low accuracy on the reconstructed 3D
shape tend to be occluded from every camera. In general,
it is desirable that a reconstructed mesh is coherent across
the sequence. However, we used a frame-wise mesh recon-
struction algorithm in this time because our experiments did
not suffered by instability of the mesh reconstruction.

Model-based or Case-based Motion Estimation Meth-
ods Model-based approaches use a specific human model
given a-priori to fit to observed data. On the contrary, the
case-based approaches do not use such a human model but
compare observed data and a database constructed before-
hand. These approaches can work real time, but cannot
cope with the postures that do not have correlated data in
the database. To construct a comprehensive database which
can cope with every possible posture is impossible.

We adopt the model-based approach because our pur-
pose is to estimate complex human motion including poses
which are unlikely to be covered by a database.

2.2. Surface Matching

Iterative Closest Point algorithm As already stated we
match a 3D human model to the reconstructed 3D shape.
In order to match these data to each other, we first need to
find their correspondence for the entire surface. For this
purpose, the ICP (Iterative Closest Point) algorithm [1, 2] is
widely used. In ICP sets of corresponding vertices are de-
termined based on their Euclidean distance. The algorithm
first finds the nearest neighbouring vertex on one side of the
mesh for each vertex on another side, then, update model
parameters to minimize the sum of distance between each
corresponding set of vertices. After that, the process is exe-
cuted iteratively until the error function converges.

Generally, it is not guaranteed that the nearest neigh-
bouring pair of vertices are a genuinely corresponding pair.
However, if the difference of the entire shape of matching
meshes is small enough, the model parameter will be op-
timized when an appropriate initialization is available. We
introduce a new approach based on the ICP algorithm for
matching from frame to frame, assuming that the differ-
ence between temporally neighbouring meshes is relatively
small, i.e., the temporal sampling rate of the input volume
data is sufficiently high to follow the rapid motion of the
target object.

Elimination of Erroneous Matching Many erroneous
pairs are included in the pairs of corresponding vertices that
are simply obtained from the Euclidean distance. There-
fore many improvements for the ICP algorithm have been
proposed [10, 3, 4]. They utilize attributes of each vertex or
shape characteristics of the mesh to remove erroneous pairs.
However, these parameters are not always reliable because
they are often affected strongly by the results of 3D shape
reconstruction. Moreover, conventional approaches which
use only these parameters cannot cope with the case that
partial surfaces to be matched are invisible, e.g. when body
parts are touching.

In order to overcome this problem, we utilize the target’s
shape and the camera parameters which are available in our
case, and thereby evaluate the visibility measure at each ver-
tex to remove erroneous pairs. The following are the major
factors which may cause such errors at each mesh vertex.

1. Noise in 3D shape reconstruction due to insufficiency
of cameras visible from the vertex.

2. Lack of vertices in the reconstructed 3D shape in com-
parison to the 3D human model caused on touching
body parts.

All of the factors can be evaluated with the visibility mea-
sure on each mesh vertex.

In the reconstructed 3D shape, low observability implies
that the vertex is unreliable for matching with since the area
in which the vertex parts suffers from reconstruction noise.
Such areas are often adjacent to touching area. We label the
area which consists of such vertices as less-visible surface.
For 3D human model, on the other hand, low observability
area has a risk to lose correspondence with the reconstructed
3D shape because of its lack of counterparts and noise in re-
construction process. We call such area as solitary surface.

Hence, we exclude the area with low observability in
both reconstructed 3D shape and the 3D human model in
the matching process based on the ICP algorithm.

3. Motion Estimation from Observed 3D Shape
Sequence

3.1. Algorithm Overview

We denote a sequence of reconstructed 3D shape of the
target and a motion parameter, the result of the motion es-
timation, as ST [t] and p[t](1 ≤ t ≤ Nt), respectively. In
these notation, t is time, Nt is the number of frames for
which reconstructed 3D shapes are provided, T stands for
target, and p[t] is a posture parameter that is estimated for
the reconstructed 3D shape ST [t] by minimizing the error
function which we detail later.

We select the initial pose from arbitrary poses in input
data, and call its time as the initial frame. We use ST [1]



computed in the initial frame as the surface of 3D human
model SM while M stands for model (we call this “model
mesh”). To initialize the 3D human model, we set the
kinematic model manually to model mesh, and construct
a “skin-bone model”. After the initialization, we fit the 3D
human model to the reconstructed 3D shape, ST [t](2 ≤ t ≤
Nt), from frame to frame and estimate p[t](2 ≤ t ≤ Nt)
by minimizing error function, E(p; SM (p), ST [t]), which
evaluates the correspondence between model mesh, SM (p),
and reconstructed 3D shape, ST [t]. In this error function,
we evaluate the visibility measure for each vertex. For con-
venience, we occasionally represent the error function by
E(p).

The posture estimation process in each frame is summa-
rized as in the following chart.� �

INPUT ST [t]:reconstructed 3D shape at time t

pt−1:result of posture estimation at time t − 1

PRIOR KNOWLEDGE SM (p):skin-bone model

OUTPUT pt:posture at time t

step.1 p ← pt−1

// initialize p by pt−1

step.2 p ← arg minpE(p; SM (p), ST [t])
// update p by minimizing the error E between model
mesh SM (p) and reconstructed 3D shape ST [t] based
on the Levenburg-Marquardt method.

step.A i ← 1

step.B calculate new value of p′ based on error E.

step.C when any of the following conditions are satis-
fied, set p ← p′ and go to step.3, otherwise, set
p ← p′, i ← i + 1, and go back to step.A.

• |p′ − p| < εp // increment of posture pa-
rameter falls below a threshold εp.

• E(p)−E(p′) < εe // diminution of E falls
below a threshold εe.

• i = imax // the number of iteration exceeds
a threshold imax.

step.3 pt ← p
// take the updated parameter as the resulting estimate
of posture at time t.

� �

3.2. Mesh Correspondence

Using the framework of the ICP we represent each pair
of corresponding vertices by k = (vk

m, vk
t ) and then define

the correspondence of SM and ST by the set K as:

k = (vk
m, vk

t ) ∈ K

where vk
m ∈ VM , vk

t ∈ VT (1)

Note that VM and VT denotes set of vertices in model
mesh and observed mesh respectively. We define the corre-
spondences based on their Euclidean distance and represent
them in a binary graph as shown as left one in Figure 2. As

remaining pairs

Based on 
the Euclidean

distance

After
the Elimination

Figure 2: Correspondences between meshes.

we explained earlier, erroneous pairs of correspondence can
occur where either vertex, i.e. either in the reconstructed 3D
shape or in 3D human model, has a low observability value,
being in the less-visible surface or in the solitary surface.
We thus remove them based on the visibility measure (see
right graph in Figure 2). Such a correspondence can be de-
fined in two different ways as:

KM (p) = {(vm, vm
t )|vm ∈ VM , vm

t = arg min
vt∈VT

d(vm, vt)}
(2)

KT (p) = {(vt
m, vt)|vt ∈ VT , vt

m = arg min
vm∈VM

d(vm, vt)}
(3)

We use the sum of KM and KT as the entire set of corre-
spondences.

K (p) = {KM (p) ∪ KT (p)} (4)

3.3. Visibility Measure as an Error Function

We find the posture, p, which consists of rotation angles
of the joints, by an optimization based on the Levenburg-
Marquardt method. We first define a hypothetical corre-
spondence set, K(p), as explained before, and then revise
p to minimize the error which we computed by function (5)
where EM and ET are cost functions for each set of corre-
spondences, KM and KT . We carry out this process itera-
tively. In each iteration we evaluate the visibility of vertices
by an error function.

E(p; SM (p), ST ) =
∑

km(p)∈KM (p)

EM (km(p))

+
∑

kt(p)∈KT (p)

ET (kt(p)) (5)

In each frame we use the posture parameter derived in the
previous frame for an initial value of p.

The factors of our function, EM and ET , are based on
the visibility measure, ρm and ρt. ρm evaluates how a ver-
tex vm is likely to have a corresponding vertex on the sur-
face of a reconstructed 3D shape. ρt evaluates how accu-



rately the area where vertex vt exists is likely to be recon-
structed. Both of them are measured in terms of the num-
bers of cameras that are visible from the vertex and normal-
ized in the range [0, 1].

Figure 3 illustrates the visibility measure, ρm and ρt, on
a simple synthesized data which is an articulated body with
two joints. Left image in Figure 3 shows the distribution
of visibility on the observed mesh and right one shows that
on the model mesh. Less-Visible surfaces are colored by
red. We exclude the red colored area from both observed
and model mesh in the fitting. By using the visibility mea-

Observed
Mesh

Model
Mesh

Figure 3: Distribution of visibility on a surface.

sures, our error functions, EM and ET , are formulated as
equations (6) and (7) where k(p) = (vk

m(p), vk
t ) denotes a

correspondence pair in posture p.

EM (k(p)) = ρk
m(p){vk

m(p) − vk
t }2 NM∑

vm
ρm(p)

+ζk
m

∣∣sd(vk
m)

∣∣ (6)

ET (k(p)) = ρk
t (p){vk

m(p) − vk
t }2 NT∑

vt
ρt(p)

(7)

The first term in (6) is a squared distance between corre-
sponding vertices weighted by ρk

m(p) where NM is a num-
ber of vertices on model mesh, and

∑
vm

ρm(p) is the sum
of the visibility measures. The second term in (6) represents
the cost for evaluating self collision of model mesh at vertex
vk

m where

sd(vm) =

{
|vc

m − vm| if (vc
m − vm) · nc

m ≤ 0
−|vc

m − vm| otherwise.
(8)

ζm = sigmoid (−α {sd (vm) + τζ}) (9)

4. Experiments

We demonstrate the advantage of our approach in com-
parison to naive ICP algorithms using synthesized and real
3D video sequence. In this experiment, we use 15 XGA
cameras surrounding a target in motion to acquire multi-
ple view video for reconstruction of 3D shape of the tar-
get object. All cameras are calibrated in advance. The re-
constructed 3D shape consists of about 14,500 vertices and
29,000 triangles. The processing time per frame is about 2
minutes by a PC (Xeon 3.0GHz).

4.1. Evaluation Using Synthesized Data

We have synthesized a simple shape model and given
it a motion manually for the three cases, simple motion,
semi-complex motion, and complex motion (see Figure 4).
We virtually captured this data by multiple cameras, andSimplemotion frame 0 frame 10 frame 20 frame 30frame 11frame 9frame 5frame 1frame 3 frame 6 frame 9 frame 21Semi-complexmotionComplexmotion

Figure 4: Input sequence and the estimation results.

reconstructed the shape by employing a visual-hull based
method[7] for recovering the surface. We use the computed
sequence of 3D shape as an input to our algorithm (and
naive ICP algorithm for comparison), and evaluate the ac-
curacy by comparing the resulting motion estimation with
the ground truth which we give manually.

Evaluation Method We evaluated the following three
values that represent the error between estimated joint posi-
tions and the ground truth,

emean =

∑Njoint

j=1 |qj − pj |
NJoint

(10)

emin = arg min
j

|qj − pj | (11)

emax = arg max
j

|qj − pj | (12)

where pj and qj are estimated position and the ground truth
of joint j, respectively, where Njoint is the number of joints.

Results The results of experiments for the above three
cases are in Figure 5. In each figure, the lines denote er-
ror function emean of the proposed method, naive ICP al-
gorithm and touching degree which implies complexity of
the target’s posture. The top end and lower end of lines for
error functions in each frame denotes emin and emax, re-
spectively. Touching degree is the fraction of vertices on
invisible surface and entire vertices in the 3D shape. emean

of the proposed method remains much lower within a small
range of deviation than that of naive ICP algorithm for all
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Figure 6: Estimation for Yoga sequence.

these cases with different complexity of motion. This shows
that the target’s motion is estimated more accurately and
stably by the proposed method during complex motion in
which the posture is complex with high touching degree
while the conventional ICP algorithm failed due to the cu-
mulative matching failures.

4.2. Experiments Using Reconstructed Data

We also made experiments with real data. We use se-
quences of reconstructed 3D shape of a target that is prac-
ticing yoga. We show the results of estimation in Figure
6. Red colored skeleton denotes estimated posture for each
frame. We confirmed that our method can work on long
sequences that consist of many types of postures including
complex ones that involve an arbitrary number of collisions
between body parts.

5. Conclusion

In this paper, we have proposed a new method for esti-
mating complex human motion including touchings of body
parts from reconstructed 3D shape. To cope with these
touchings and noise in the process of reconstruction pro-
cess, we introduced the visibility measure for model fitting
process for posture estimation. We examined the proposed
method with experiments, using synthesized and real data,
and found that our approach outperforms the conventional

method with naive ICP algorithm. To examine the advan-
tage of our algorithm more, our future work includes com-
parisons against other improved ICPs and quantitative eval-
uations on real data sets.
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advances in vision-based human motion capture and
analysis. Computer Vision and Image Understanding,
104(2):90–126, 2006. 1

[7] S. Nobuhara and T. Matsuyama. Heterogeneous defor-
mation model for 3d shape and motion recovery from
multi-viewpoint images. 3D Data Processing, Visual-
ization and Transmission, pages 566–573, 2004. 5

[8] K. Ogawara, X. Li, and K. Ikeuchi. Marker-less hu-
man motion estimation using articulated deformable
model. Proc. IEEE Int. Conf. on Robotics and Au-
tomation, 2007. 3

[9] J. M. Rehg and T. Kanade. Model-based tracking of
selfoccluding articulated objects. IEEE Int Conf. on
Computer Vision, pages 612–617, 1995. 2

[10] Z. Zhang. Iterative point matching for registration of
free-form curves and surfaces. International Journal
of Computer Vision, 13(2):119–152, 1994. 3



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
    /KOR <FEFFace0d488c9c8c7580020d504b9acd504b808c2a40020d488c9c8c7440020c5bbae300020c704d5740020ace0d574c0c1b3c4c7580020c774bbf8c9c0b97c0020c0acc6a9d558c5ec00200050004400460020bb38c11cb97c0020b9ccb4e4b824ba740020c7740020c124c815c7440020c0acc6a9d558c2edc2dcc624002e0020c7740020c124c815c7440020c0acc6a9d558c5ec0020b9ccb4e000200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e0020c7740020c124c815c7440020c801c6a9d558b824ba740020ae00af340020d3ecd5680020ae30b2a5c7440020c0acc6a9d574c57c0020d569b2c8b2e4002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe7f6e521b5efa76840020005000440046002065876863ff0c5c065305542b66f49ad8768456fe50cf52068fa87387ff0c4ee575284e8e9ad88d2891cf76845370524d6253537030028be5002000500044004600206587686353ef4ee54f7f752800200020004100630072006f00620061007400204e0e002000520065006100640065007200200035002e00300020548c66f49ad87248672c62535f0030028fd94e9b8bbe7f6e89816c425d4c51655b574f533002>
    /CHT <FEFF4f7f752890194e9b8a2d5b9a5efa7acb76840020005000440046002065874ef65305542b8f039ad876845f7150cf89e367905ea6ff0c9069752865bc9ad854c18cea76845370524d521753703002005000440046002065874ef653ef4ee54f7f75280020004100630072006f0062006100740020548c002000520065006100640065007200200035002e0030002053ca66f465b07248672c4f86958b555f300290194e9b8a2d5b9a89816c425d4c51655b57578b3002>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


