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Large Display Light Field Estimation in a Wide Area
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Abstract: 3D reconstruction of a user in an immersive environment presents a set of challenges. In addition to the
challenges of working in a low-light environment with dinamically changing illumination, the complexity of modeling
a wide area in front of a display with uneven radiant intensity in different directions prevents previous methods from
being applicable. We present a general method to model the light environment in front of a large display with the
purpose of using it for 3D reconstruction with a single color camera by means of photometric stereo. We indirectly
measure the light environment by capturing the appearance of a known object in front of the display with the same
camera that will be used for reconstruction. The lighting environment is then modeled using a set of point light sources.
Their positions and radiant intensities are fitted to the measurements, as is their directionality function, which accounts
for existing screen gain. Our experiments verify our supposition that point light sources that account for screen gain
provide a better modeling.

Fig. 1 Modeling light field in wide area in front of a large display with
controlled content.

1. Introduction
Photometric stereo ([17],[10]) allows for very high detail 3D

reconstruction of an object with a single regular camera within
a controlled illumination setup ([3], [9]), but considerable results
have also been obtained in uncontrolled setups ([1], [2], [8], [15]).
Within the second case, the use of light coming from a display
to reconstruct an object placed in front of it has seen limited at-
tention, and previous approaches ([4], [5], [6], [7], [14]) are not
designed to allow for 3D shape and reflectance (color) reconstruc-
tion of a user within a wide area in front of a large display (more
than 2m diagonal). In this paper, we present a method of mea-
suring the light field produced by such displays and a model to
represent it that can be used as a first step to perform reconstruc-
tion.
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For the past few years, recent generations of game consoles
have brought to the public new functionality like the creation
of avatars based on the appearance of the user, usually using a
camera attached to the device. Higher speed Internet connections
have also brought up the possibility for the general public to trans-
fer high definition video and detailed 3D geometry in real time.
At the same time there has been an increase in the number of
households that decide to install a video projector due to their
cheap prices, but due to the limited luminosity of such projectors,
the usual setup for these installations requires a relatively dark
room. The direct implication of this is that the task of capturing
images of the user and performing 3D reconstruction in such an
environment becomes difficult due to the unknown and variable
nature of the illumination, which mainly comes from the display.

The method presented here provides a first step to solve the
problem of obtaining the 3D reconstruction and reflectance of a
user in such an environment. It does so by creating a model of
the light field in front of the display that can later be used to per-
form photometric stereo reconstruction of the user. This approach
opens the possibility for said home setups and more serious vir-
tual reality installations to support newer applications like telep-
resence, 3D videoconference, creation of a personalized 3D user
avatar or inclusion of the real appearance of trainees and instruc-
tors in a training simulation (e.g., for emergency rescue, natural
disaster contingency plan, etc.).

The photometric stereo technique consists on the estimation of
the normals of the surface of an object by observing it under dif-
ferent lighting conditions, usually known. Its use in this scenario
is justified by the requirement to obtain the real appearance (re-
flectance) of the user, which in this situation can only be found
by separating the contribution that the reflectance and the illu-
mination have on the appearance of the user. Its application in
the presented scenario is challenging for several reasons: (1) The
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relatively low amounts of light in the environment result in high
levels of noise in the obtained image that make accurate normal
estimation difficult. (2) The use of a planar light source (e.g., a
display) instead of regular lamps that can be treated as point light
sources makes it harder to model the light environment. (3) Non-
uniformity in the light source (projectors and LCD screens do
not have a uniform radiant intensity over the whole display, and
in different directions) makes it even more difficult, as does an
uncontrolled environment that can present other sources of light,
unknown geometry causing reflections, etc.

Previous research has tried to use the light coming from a cal-
ibrated screen to perform 3D reconstruction ([4], [5], [6], [7],
[14]). The results are often satisfactory, and manage to repro-
duce the 3D shape and appearance of an object in front of the dis-
play. They present, though, several limitations that make unfea-
sible their application in our context. For [5], [6] the reconstruc-
tion volume is quite small, due to their display light model not
accounting for display directionality (the reason why we can ob-
serve different radiant intensities when looking at a display from
different angles), which limits their application to objects much
smaller than the display size. In contrast, in the case of [7] the
screen directionality function has actually been modeled. They
find it by measuring the radiant intensity in different positions
of the screen from a single camera position. That approach as-
sumes the directionality function to be the same all over the dis-
play, which is mostly true in their case (using a TFT screen), and
allows them to reconstruct relatively big objects. In our scenario,
the use of a big projected screen means that the directionality
function changes all over the display, so we cannot use the same
approach. [5], [6], [7] assume that there are no reflections on
the environment, and contain the whole setup — screen, object
and camera — within a black containment. [14] differs consider-
ably from the other approaches in that it allows for reconstruction
without explicit calibration of the display or calculation of the
lighting environment. That makes the system very easy to use,
but also causes it to be limited by the need of the subject to stay
motionless while several images are taken with changing light-
ing conditions. In our case, we measure the light over the whole
volume we want to track (a typical case would be 3m×3m×3m)
by sampling on the surface of a reference object, and we fit a
series of point light sources (from here on PLS) to those sam-
ples to represent the whole light field. PLS have been used before
when trying to reproduce the lighting environment ([12], [16]). In
our case, we include a directionality function in the PLS, which
allows them to better represent the directionality of the display.
Our approach presents also other advantages applicable to certain
scenarios. Thanks to its indirect appearance-based measuring ap-
proach, it is independent of display shape and number, and also
of the geometry of the environment, without having to explicitly
model either of them. Also, the calibration procedure is relatively
simple, and does not require to set up additional camera positions
other than the one used to capture the reconstructed object.

The proposed model assumes that the ambient light in the en-
vironment does not change between calibration and reconstruc-
tion, and that the radiant intensity of the display remains constant
for the same input signal value (this just requires projectors to

be warmed up before calibrating them or using them for recon-
struction). Additionally, basic approaches to separate shape and
albedo from multiple images with different lighting conditions
require the object to be static while the display contents change.
For reconstruction of a moving user in front of the display, more
advanced methods of non-rigid shape matching with iterative re-
fining of shape and reflectance are needed ([11]).

The created display illumination model can be considered sat-
isfactory if using it we can achieve accurate estimation of the
value of the radiant intensity for a specific direction and position
in space within the error limits that can provide an acceptable
normal estimation, and it can provide that accuracy over a big
enough volume to allow for tracking of a moving user.

2. Framework Overview
In this section, we introduce our approach to model the light

emitted by a display. Real life displays present certain proper-
ties that make it difficult to predict the emitted light field without
direct observation. Display settings, color calibration and non-
uniform radiant intensity are examples of variables that affect the
light emitted from a display. We are going to present now the
different properties that have to be dealt with.
• Non-linear response function (Figure 2): It refers to the

mapping between input values to the display and actual emit-
ted light. This relation is usually not linear, and it further de-
pends on the display gamma settings. In our experiments, the
three different color channels have different response func-
tions, so they need to be calibrated separately. According to
our measurements, after adjustment for total radiant inten-
sity, all the pixels over the display share the same response
function. That means that we only need to measure it once
for each color channel.

Fig. 2 Projector non-linear response function.

In our case, we separately measure the response function by
directly capturing the radiance of the screen with a camera for all
8-bit intensity levels for every color channel.
• Non-uniform radiant intensity (Figure 3): The majority of

displays that we find in real life do not present an even ra-
diant intensity over all their surface, even if they look like
they do to the human eye. This is usually related to using
a limited amount of sources of light and trying to distribute
their light evenly over the whole area of the display. The ac-
tual value of minimum and maximum emitted light is also
dependent on the screen brightness and contrast settings. In
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our case, this property is implicitly dealt with in the model.

Fig. 3 Example of non-uniform radiant intensity over the display’s surface.

• Display directionality (Figure 4): Different display tech-
nologies exhibit different directionality characteristics. In
the case of a projector screen, factors that affect it are: screen
technology (front projected or back projected), screen mate-
rial (which defines the reflection or transmission properties
like screen gain), angle of the projector to the screen, etc. In
our model, we deal with this property by using a specific rep-
resentation of the light environment that is capable of dealing
with directional light sources.

Fig. 4 Measured projector screen display directionality.

Even though in our experiments we used exclusively a projec-
tor screen, an LCD screen exhibits many similar properties. One
additional property we should be careful about when calibrating
an LCD screen is that cheap ones usually show color shifting and
color inversion when being looked at from extreme angles.

The representation chosen for the light model uses point light
sources (PLS) to show where the light is coming from and with
how much radiant intensity, based on the model described in [12].
Using PLS makes it much easier to perform calculations than with
more complex shapes, while still allowing for a lot of flexibility.
Those PLS are used to represent both the light coming from dif-
ferent parts of the display, and artifacts like reflections on the
environment. The position of the PLS accounts for the geometry
and position of the display in relation to the environment. Addi-
tionally, we introduce a directionality function in each PLS that is
designed to better represent the display directionality. These PLS
are not, however, assumed to be physically correct, but rather to
encode the light environment in the most accurate way. Their po-
sitions, therefore, will not necessarily exactly match the position
of the display or reflecting objects. Each PLS has a maximum ra-
diant intensity level, which accounts for the non-uniform radiant

intensity property of the display, or for the albedo of a reflecting
surface in case the PLS is modeling a reflection. This maximum
radiant intensity value allows to map the current input values of
a specific region of the display to actual light amount using the
separately obtained non-linear response function. The position,
radiant intensity and directionality of the PLS are determined by
measuring the light emitted from different regions of the display.
Both the method for measuring and the method for fitting the PLS
to those measurements are explained in Section 3.

The final goal of the light model is to allow us to perform 3D
reconstruction of an object within the modeled light environment.
Therefore, one of the conditions that the model has to satisfy is to
be able to output the normal of a specific pixel in the image when
provided with that pixel’s value and the contents being shown on
the display. Performing reconstruction itself is out of the scope
of this paper, but nevertheless we want to show the applicability
of the presented model by suggesting a strategy to solve it. The
goal of modeling separately the light coming from different parts
of the display is to be able to consider them as if they were sep-
arate light sources. In the simplest case, we can imagine three
spots on the screen with red, green and blue colors behaving as
the three colored lights used in many photometric stereo tech-
niques ([3], [9]). When performing reconstruction in a real-world
scenario, with a user in front of a large display actively using the
system, we do not want to constantly disturb the user by showing
color patterns specifically designed to perform reconstruction of
the user, but instead use the light already coming from the display
according to the contents the user is visualizing, be it a game, a
movie or a simulation. In practice, the contents of the display at
a specific point in time may sometimes not be as informative as
the three independent lights, but we expect the contents changing
over time to provide us with enough information for reconstruc-
tion.

When trying to solve the value of the normal for a specific
pixel, we find that there is often a big number of possible solu-
tions. For a specific radiance value of a pixel, there can be several
combinations of different values of depth and normal direction
that match with it. A way of solving this ambiguity is by intro-
ducing all the possible solutions into a probabilistic framework.
Those solutions are then compared with the neighboring pixels
and assumptions on the continuity of depth and smoothness of
normals can help us find the right solution.

3. Point Light Source Model Definition
We measure the direction and radiant intensity of the light

emitted by the display by observing the appearance of a reference
object in many positions within a wide area in front of the display.
The reference object has a known shape and reflectance, and its
position in the image can be determined by the computer without
user intervention, as to make the calibration process faster and
simpler. Samples are taken over the object’s surface, register-
ing radiance value, position in space and orientation. These sam-
ples are the values that will be fitted during the calculation of the
light model. Multiple images are captured of the reference object
in different positions and orientations, and with varying display
contents, so that the light field is sampled for the whole track-
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ing volume for light coming from each position on the display.
The positions and orientations of the reference object should be
dense enough to provide a good sampling of the variation of the
light field. Accordingly, areas closer to the display will require a
denser sampling than areas further away.

The light intensity function, Ix, allows us to compute the radi-
ance of a point (x) on the object’s surface according to its position,
orientation, and the positions (Pi) and radiant intensities (Li) of N
PLS. In our case, since we assume Lambertian reflection for the
reference object, the function is quite simple. The light coming
from the PLS is reduced by the square of the distance between
the PLS and the object, and further reduced by the cosine of the
angle (θ) between the normal of the surface (Nx) and the direction
where the light is coming from ( ~xPi). The contribution of all the
PLS is then added to obtain the total radiance.

Ix =

N∑
i=1

Li ∗ cos(θ)

| ~xPi|
2

(1)

This equation is used when trying to find the optimal position
and radiant intensities for the PLS.

We need to also consider the relationship between the display
contents and the PLS. One possibility we could think of would be
to generate a different set of PLS to model the behavior of each
pixel in the display. Such correspondence would be very accurate
but it presents several practical inconveniences. A single pixel
on the display produces a very small effect in the overall light
field of the environment, therefore, when trying to capture the ef-
fect on the reference object the difference would be very small,
if appreciable, and we would have quantization and noise prob-
lems. Another problem is that individually turning on every pixel
in the display and registering its effect in multiple positions and
angles would be prohibitively expensive, as it would require a lot
of processing power for very little gain. The solution we adopted
for this problem is to split the display into a limited amount of re-
gions, or ”patches”, and consider all the pixels within one of them
as a single entity. Each patch is thus assigned a set of PLS. When
calibrating the display and estimating those PLS, all the pixels in
one patch will be set to be completely white, and its effect on the
reference object will be measured. The obtained radiant intensi-
ties of the PLS will therefore be a maximum value that will be
applicable only when the patch is completely white. When using
the model for shape reconstruction, those values need to be scaled
according to the contents of the patch. To do that, the average of
all the pixels in the patch needs to be calculated, but before that,
the value of each of the pixels needs to be gauged according to the
non-linear response function discussed in Section 2. During the
calibration step, one technique we can use to reduce the capture
time and/or increase the signal-noise ratio of the obtained images
is multiplexed illumination ([13]).

The approach taken to calculate the positions and the radiant
intensities of the PLS that model each patch is based on [12].
This approach works by generating an initial small set of candi-
date PLS positions. It then creates a set of equations introducing
the value of the captured samples into the light intensity function
(Equation 1) and solving Li for all of them using non-negative

least squares (NNLS). If we separate Li from Equation 1, we find
that the remaining elements are fixed and we can represent them
by a single value Ki j. If we have M samples and N candidate PLS,
then we can represent the previous set of equations using matrix
multiplication (Equation 2). We can apply NNLS to this multi-
plication to obtain the values of Li that minimize the square error.
PLS whose radiant intensity is determined to be 0 or small enough
are discarded, and new candidate PLS are generated around the
remaining ones. This refining of the PLS positions goes on iter-
atively until the residual error cannot be reduced anymore. For a
more detailed explanation of the algorithm refer to [12].

I(x1)
I(x2)
...

I(xM)

 =


K11 K12 · · · K1N

K21 K22 · · · K2N
...

...
. . .

...

KM1 KM2 · · · KMN




L1

L2
...

LN

 (2)

The main modification we introduced to the presented proce-
dure, besides the usage of a different reference object (see Sec-
tion 4), is the a directionality function D in the PLS candidates.
In the current approach, all the generated PLS have the exact
same directionality function, but the direction of maximum radi-
ant intensity is particular for each of them. For the directionality
function, we chose a polynomial of the cosine of the angle (θ) to
the direction of maximum radiant intensity, as expressed in equa-
tion 3. We chose this function because it presents a good ratio
between the biggest and smallest radiant intensities and a rela-
tively narrow angle of high radiant intensity (see Figure 5). Note
that this function does not need to exactly correspond to the real
screen gain function, since the combination of several PLS at dif-
ferent distances should be able to accurately represent different
functions. For each step of the optimization, we generate a set of
PLS in each position facing in different directions, but all of them
facing roughly in the direction of the region where the samples
were taken.

c =

 cos(θ) ≤ 0.5 : cos(θ)
cos(θ) > 0.5 : cos(0.5)

D(c) = 10.5c3 − 16.67c2 + 11.08c − 1.93

(3)

Fig. 5 Light source directionality function D(θ).

4. Experiments
4.1 Experimental setup

All the experiments have been conducted in a laboratory envi-
ronment (see Figure 1). In our setup there is presence of ambient
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light, other than that of the display, both from artificial lighting
inside the room and from the outside. The experiments have been
conducted in a short amount of time to make sure that there are
no big differences in background illumination. Nevertheless, each
of the captured images used for calibration of the light environ-
ment is accompanied by a shot with the screen completely black
to remove the effect of the background illumination. A back-
projected screen (225cm/101inch diagonal) has been used as the
display, together with a DLP projector, and the camera has been
placed centered at the bottom of the screen, in such an angle as
to get a good view of objects in front of the screen, but not of
the screen itself. The camera used is a Nikon D700 digital re-
flex. The pictures were taken with an aperture of F/3.5, and a
shutter time of 1/10.0s. The area in front of the camera consists
of a smoothly colored, diffuse floor and wall, without any other
visible objects around. All the samples have been taken within a
roughly 3m×3m×2m volume.

The reference object used consists of a white board with a
chess pattern in the center. The chess pattern is used to deter-
mine the position and orientation of the board, while the white
area around the board is used for sampling. The board measures
70cm wide and 70cm tall. The pattern is 48cm wide and 36cm
tall. In practice, that leaves a margin of around 9cm on the sides
and around 15cm on the top and bottom of the board, since we
want to avoid sampling too close to the frame of the board, which
may produce shadows that interfere with the sampling.

The settings of the optimization algorithm are the following.
After each round of optimization, new candidates are generated
in a cube shape in 26 positions around each candidate that has
not been discarded. For each round the size of the generated
cube is reduced by half until a minimum size is reached, point
at which the optimization ends. For each of the 26 positions, 13
light sources are generated with different directions of maximum
radiant intensity in a regular shape, pointing at a maximum of π/4
degrees from the direction of the average position of the reference
objects.

Fig. 6 Dimensions of the reference object used for system calibration.

4.2 The Experiments
We present the results of two separate experiments in this pa-

per. The first experiment tries to establish that our model is an ac-
curate enough representation of the light environment to be used
for 3D shape reconstruction, and that such a level of accuracy
can be achieved using a non-systematic non-exhaustive approach
when placing the reference object for calibration. The second ex-
periment’s goal is to demonstrate that better results are achieved
when adding directionality to the PLS candidates than when us-
ing isotropic ones. For both experiments we use the same set of
91 captured images, each of which shows the reference object in
a different position and orientation. The same patch in the screen
is filled completely in white during all the captures, while the
rest of the screen is completely black. The reference object was
positioned by hand by an operator with the only consideration of
having a certain range of orientations around every general region
of the volume visible to the camera.

For the first experiment, we use a leave-one-out cross-
validation strategy to verify the fitness of the presented model.
In this case, the test observation we leave out for cross-validation
is the whole set of samples belonging to a specific reference ob-
ject image, and not a single sample. As a measure of goodness,
we calculate the error between the samples taken from the test
image and the value predicted by our model at that position and
orientation. We express this error as the average and the median
of the absolute error for all the samples, divided by the value of
the brightest sample, to give an idea of its scale.

For the second experiment, two different models are fitted to
the exact same set of samples. The first model uses simple
isotropic PLS, as used in previous research [12]. The second
model includes the proposed directionality function as described
in Section 3 to create anisotropic PLS. The median absolute er-
ror for both cases is then compared to establish if the addition
of directionality to the PLS provides any advantage. In order to
make both models comparable, due to the fact that the optimiza-
tion using anisotropic PLS generates several candidates for each
candidate of the isotropic approach, we experimentally adjusted
the parameters of each optimization to have them provide their
best result.

5. Results
The capture has been conducted as detailed in Section 4. The

positions of the reference object and the resulting positions and
radiant intensities of the PLS after optimization can be observed
in Figure 7. The figure shows the positions were the reference ob-
ject was captured (grey planes), the position of the camera (small
pyramid), and the position of the optimized PLS (spheres), which
have been scaled in proportion to their radiant intensity, and their
direction expressed by a red line. Most of the PLS are effectively
found slightly above the position of the camera, that is actually
where the lit-on part of the screen was situated. Additional PLS
have been found further up in the volume, which we assume that
model the reflections that occur on the ceiling that is made of
specular plastic panels. The optimization for each of the cross-
reference rounds of the experiment took on average 10 minutes
to run on a computer with an Intel(R) Core(TM)2 Quad Q9400
CPU.

The results for Experiment 1 are as follows. The median abso-
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Fig. 7 Optimized positions, directions and radiant intensities of the point
light sources.

lute error for all the captured reference object positions is 14.81%
of the value of the brightest sample, and the average absolute error
is 14.77%. Additionally we tried splitting the captured positions
into two separate groups: those close to the center of the mod-
eled volume, and those close to the edge. We did this to compare
how well our approach interpolates between known data points
and how well it does when it needs to extrapolate values outside
of the sampled region. The result is that the median absolute er-
ror of the samples close to the center of the volume is 10.67%,
compared to 26.58% for positions near the edge. The estimation
is thus much better near the center of the volume, and when using
the model, enough samples should be taken beyond the volume
we intend to use for reconstruction.

The results for Experiment 2 are as follows. The median ab-
solute error for isotropic PLS (without directionality) is 21.82%,
and the average absolute error is 21.88%. This results compare to
14.81% and 14.77% for anisotropic PLS, as shown in the previ-
ous experiment. This shows that the addition of anisotropic PLS
is advantageous and allows us to build more applicable models of
the light environment than isotropic ones. In Figure 8 the differ-
ence can be appreciated. The isotropic PLS manage to reproduce
the general vertical illumination of the board but fail to reproduce
the more high-frequency horizontal difference. Using the direc-
tionality function, the more high-frequency darker areas at the
corners can also be reproduced faithfully.

6. Conclusions and Future Work
We have presented in this paper a novel approach for the mod-

eling of light emitted from a large display over a wide area with
applications in 3D shape reconstruction. Our model uses a ref-
erence object to measure the light field within a specific volume
and creates a set of point light sources (PLS) that approximates
that light field. In contrast with conventional work, we intro-
duced a new search strategy and added anisotropic PLS. We have
shown that we can generate a model that we believe is capable
of approximating the light environment accurately enough to be
used for photometric stereo 3D reconstruction, and that the use of
anisotropic PLS allows us to better model the light coming from a
display. The presented model is also very general and applicable
to any number of displays independent of their shape, without any
explicit calibration of their geometry. We expect these interesting

qualities to open the door for new algorithms that allow to obtain
the 3D shape and reflectance of an object in contexts where it was
not possible until now.

The next logical step for this research is to go beyond theory
and use the presented model to perform actual shape reconstruc-
tion. Initially, a static object with changing screen contents can
be used. Obtaining its shape and reflectance can be a step before
progressing into the reconstruction of a moving user. To do that,
a non-rigid shape model of the user needs to be fitted to each of
the captured frames, and then an iterative process of refinement
of both shape and reflectance can be applied.

Additional steps can also be taken to try to improve the cur-
rent model. Different directionality functions for the PLS may
give better results, and its worth checking what directionality
functions work best for different kinds of displays. It may also
be worth trying other search strategies for the PLS, which may
give better results in certain cases. Also, a more complex ref-
erence object that includes several different normals may reduce
the amount of images that need to be captured to model the light
environment.

One possible future research path we consider especially inter-
esting is the optimization of the screen contents to help improve
the accuracy of the reconstruction. Substantially changing the
contents of the screen for the sole purpose of reconstruction can
be a hindrance for the user, but learning how to change the con-
tents in subtle ways (brightness, color tonality, etc.) that do not
bother the user and are in accordance with the estimated light
model can be an interesting challenge.
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