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Abstract: In this paper we propose a novel method that performs 3D face reconstruction, and non-constrained and
non-contact gaze estimation on a moving object, whose head-pose can freely change, from multi-view video. The main
idea is to first reconstruct the 3D face with high accuracy using symmetry prior. Then we generate a super-resolution
virtual frontal face video from the estimated 3D face geometry and the original multi-view video. Finally a 3D eyeball
model is introduced to estimate the three-dimensional gaze direction from the virtual frontal face video. Experiments
with real data illustrate the effectiveness of our method.
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1. Introduction

This paper is aimed at presenting a novel method to estimate
the three-dimensional gaze direction from multi-view videos. In
the literature of accurate 3D gaze estimation from video, conven-
tional methods assume to have frontal face video of the object
as their inputs [1]. Such methods are known to work robustly in
practice [2], but they strictly limit the object’s head motion within
a very small range. Instead, we propose a “virtual frontal face
video synthesis” approach that generates a frontal face video from
regular multi-view videos. This approach allows the object’s face
to move freely in the scene, and therefore realizes a non-contact
and non-constrained gaze sensing.

The ideas behind this method are as follows. Generally the
accuracy of the reconstructed 3D shape data is limited due to er-
rors in the calibration and shape reconstruction processes, which
could mislead the gaze estimation and/or decrease its accuracy.
Fortunately, the 3D face surface is rather flat, which allows many
cameras to observe it, and moreover, it has symmetric properties
in both 3D shape and surface texture. Thus a super-resolution
technique with symmetry prior can be applied to increase the 3D
shape accuracy and the image resolution, making full use of orig-
inal multi-view images.

The overall processing scheme of the proposed method is as
follows. As is shown in Fig. 1, given a sequence of 3D mesh data
and corresponding multi-view video data, we first extract 2D face
regions in multi-view images to estimate a rough 3D face surface
area in each 3D mesh (Fig. 1 II and III). Then we estimate the
symmetry plane of the 3D face surface area by: (1) first extract-
ing 3D feature points in the estimated 3D face surface area and
then, (2) generating the symmetry plane by evaluating symmetric
properties among the feature points (Fig. 1 IV and V). Next, we
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reconstruct an accurate and high resolution frontal face surface
by applying a super-resolution 3D shape reconstruction technique
with the symmetry prior (Fig. 1 VI). Then a virtual frontal face
image with super-resolution can be generated (Fig. 1 VII). Fi-
nally, we estimate the 3D gaze from the virtual frontal face image
using a 3D eyeball model (Fig. 1 VIII).

The rest of this paper is organized as follows. We first review
related studies to clarify the contribution of this work in Section 2.
We introduce our 3D face surface reconstruction method in Sec-
tion 3, our virtual frontal face image synthesis algorithm in Sec-
tion 4, and 3D gaze estimation algorithm in Section 5. We evalu-
ate our method with real data in Section 6. Finally, we summarize
the proposed method in Section 7.

2. Related Work

2.1 3D Shape Reconstruction from Multi-View Video
Nowadays one popular way of full 3D shape (not 2.5D) recon-

struction integrates both shape-from-silhouette [3], [4] and shape-
from-stereo [5], [6] techniques. Shape-from-silhouette robustly
estimates the rough object shape as a visual hull, and shape-from-
stereo refines it if the surface is well-textured. For human faces,
however, shape-from-stereo cannot perform well since most of
the surface area is poorly-textured. To solve this problem, we in-
troduce a symmetry prior constraint in our 3D shape reconstruc-
tion algorithm based on a mesh-deformation. While some studies
have proposed mesh-deformation based algorithms which inte-
grate shape constraints, such as smoothness or curvature, they are
given as local constraints defined on each vertex and its proximity.
On the other hand, our symmetry prior performs as a global con-
straint over the entire mesh surface. To the best of our knowledge,
this is the first for full 3D shape reconstruction from multi-view
images with such a global shape prior.
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Fig. 1 Computational processes for 3D gaze estimation.

2.2 Super-resolution Using Multi-view Videos
Super-resolution techniques for estimated 3D shape from

multi-view videos can be categorized into two groups: view-
independent and view-dependent. The first group generates a
super-resolution texture of the 3D surface [7]. The generated tex-
ture is optimized over the object surface, and is suited for view-
independent rendering. The second group generates a super-
resolution rendering of the object for a specified viewpoint [8].
The generated image is optimized for the viewpoint, and there-
fore is well suited for our virtual frontal face image synthesis.
Based on this understanding, we employ the view-dependent ap-
proach which can generate an optimized super-resolution image
of the object 3D face.

2.3 Gaze Estimation from Frontal Face Images
In gaze estimation literature, there exist a lot of studies using

2D frontal face images. Yamazoe et al. [9] proposed to track 2D
eye features from images captured by a single camera to estimate
the horizontal and vertical gaze angles in 3D space. The use of
Active Appearance Models (AAM) [10] and a 3D eyeball model
has been proposed by Ishikawa et al. [11]. In Guestrin et al.’s
work [12], a single camera with multiple calibrated light sources
are used for 3D gaze estimation. And Matsumoto et al. [13] pro-
posed to use a stereo camera to estimate the 3D eye position and
3D visual axis. Besides, by combining image saliency with a
3D eye model, Chen et al. [14] proposed a probabilistic gaze es-
timation method that requires no active personal calibration. In
addition, the research of Weigle et al. [2] verified the effectiveness
of a commercial eye-gaze tracker, Tobii. While these works have
realized effective and robust gaze estimation, they all suffer from
the drawback that the head motion of the object is strictly limited
within a small range, making it impossible to estimate the gaze
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direction from a freely moving object. The main contribution of
our work is the proposition of a method that can generate virtual
frontal face images and perform gaze estimation on freely moving
objects. Once we obtain a virtual front face image of the object
from multi-view videos as we have introduced above, we utilize
a conventional method which generates 3D gaze direction from
an image with an extension in computing global 3D gaze direc-
tion [11]. In conventional 3D gaze direction estimation from a 2D
image, calibration is required to map apparent gaze directions to
those in a world coordinate system. Thanks to the fully-calibrated
multi-view camera environment, we can easily convert apparent
gaze directions into the global world system.

3. 3D Face Surface Reconstruction Using
Symmetry Prior

In this section we present the super-resolution 3D shape recon-
struction algorithm using symmetry prior from the 3D mesh and
corresponding multi-view images. It consists of (1) 3D face area
detection, (2) symmetry plane estimation and (3) 3D face sur-
face reconstruction in super-resolution. The algorithm processes
frames one-by-one sequentially.

3.1 3D Face Area Detection
First we propose an algorithm to detect the 3D positions and

directions of the object’s face from multi-view videos. The ba-
sic idea is to use a 3D mesh as a voting space for accumulating
partial evidence produced by applying an ordinary 2D face detec-
tor to each of the multi-view images. The evidence accumulation
enables us to (1) eliminate false-positive face detections in 2D
images and (2) localize an accurate 3D face area on the 3D mesh.

Let M denote a 3D mesh of an object and Ii(i = 1, . . . ,N)
a set of corresponding multi-view images captured by cameras
ci(i = 1, . . . ,N). The face area detection algorithm (Fig. 1 II and
III) is defined as follows. Note that in what follows, Step X de-
notes the process X illustrated in Fig. 1.

First the algorithm detects a set of 2D face candidate regions
Fi by applying a conventional 2D face detector to each Ii. The
blue rectangles in Fig. 2 show Fi for each image. It should be
noted that Fi may include false-positive face areas due to texture
patterns which accidentally look like a human face. Then all Fis
are mapped onto M for evidence accumulation.
Step II Apply Viola-and-Jones face detector [15] to each image

Ii(i = 1, . . . ,N) to obtain a group of face candidate regions
Fi = { fi j| fi j ∈ Ii, j = 1, . . . , ni}, where ni denotes the number
of face candidate regions in Fi.

Step III-1 Let M = {V, E} denote a 3D mesh consisting of a ver-
tex set V and an edge set E. For each vertex v ∈ V , compute
a per-vertex “faceness” score L(v) by the following method:
Step III-1-1 For each v, let L(v) = 0.
Step III-1-2 For each camera ci, let vi denote the projec-

tion of vertex v on image Ii. If vi falls in Fi, then let
L(v) = L(v) + 1.

Step III-2 Compute a set of vertices VL = {v|L(v) > 0}, and
partition it into disjoint subgroups of connected vertices
S = {si|s1 ∪ s2 ∪ ... sn = VL, s j ∩ sk = ∅ ( j � k), all ver-
tices in si are connected. }. Here n denotes the number of the

Fig. 2 2D face detection in multi-view images. Blue rectangles denote the
detected 2D face candidate regions.

Fig. 3 Detected 3D face area Mf painted in skin color.

subgroups.
Step III-3 For each vertex group si in S , calculate the average

of L(v) by:

L̄i(v) =

∑
v∈si

L(v)

N(si)
, (1)

where N(si) denotes the number of vertices in si.
Step III-4 Find the si with the largest L̄(v) and denote it by Vf .

Vf = arg max
si

L̄i(v) (2)

Return the sub-mesh Mf = {Vf , E f } as the 3D face area.
Figure 3 shows the detected 3D face area Mf .

3.2 Symmetry Plane Estimation
The assumption that human faces have symmetric properties in

both 3D shape and surface texture allows us to reconstruct a more
accurate 3D face surface than Mf and hence generate a higher
resolution frontal face image than captured images.
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Fig. 4 Matching based on edge features. (a) rectified images, (b) edge fea-
tures crossing epipolar lines, (c) texture similarity computation with
normal direction optimization, (d) an example of a matched pair. In
(d), the red rectangles illustrate the windows used to compute the
texture similarity, the green lines the surface normals, and the blue
circles the endpoints of the edge features.

The symmetry plane detection from Mf consists of two pro-
cesses: (1) detect 3D feature points Pe on Mf (Fig. 1 IV) and (2)
apply RANSAC [16] to estimate the symmetry plane based on Pe

(Fig. 1 V).
3.2.1 3D Feature Points Extraction

In order to find the symmetry plane that divides Mf into two
symmetric parts, we first extract 3D feature points Pe on the local
object surface specified by Mf . To avoid possible artifacts intro-
duced by the texture generation, we apply a stereo-based edge
feature detection method to the multi-view images as illustrated
in Fig. 4. That is, we establish sparse but reliable 2D-to-2D cor-
respondences to obtain 3D feature points by triangulation [17].
This algorithm is based on the wide-baseline stereo by Furukawa
et al. [18] and augmented by a bi-directional uniqueness exami-
nation to improve the accuracy and robustness of the matching.
Step IV-1 Project Mf back onto the multi-view images to lo-

calize 2D face regions, respectively. Let c and c′ denote a
pair of cameras whose images include well captured 2D face
regions. Rectify the images captured by c and c′ for stereo
matching (Fig. 4 (a)) and extract edge features from the 2D
face regions in the rectified images.

Step IV-2 Eliminate edge features which do not cross the epipo-
lar lines. Let IE and I′E denote the resultant edge feature
images (Fig. 4 (b)). Let e denote a point on an edge fea-
ture in IE , l′ the corresponding epipolar line in I′E , and
E′ = {e′j| j = 1, . . . , n} the points on the edge features in
I′E intersecting with l′.

Step IV-3 Compute the texture similarity between e and e′j ∈ E′

using the normal direction optimization [18] with the ZNCC
photo consistency evaluation. (Fig. 4 (c)). Let ê′j denote the
point in E′ which gives the best similarity. To enforce the
uniqueness constraint, we accept the pair e and ê′j if and only
if the similarity between them is significantly better than the
second best pair. Otherwise we reject this pair and leave e

without correspondence to avoid ambiguous matching.
Step IV-4 Validate the uniqueness of the correspondence in the

opposite direction (ê′j → e ∈ IE). If there is another edge fea-
ture point in IE that has a comparable similarity value with
ê′j, reject this pair.

Step IV-5 By iterating the steps from IV-2 to IV-4 for all e ∈ IE ,
we obtain the set of corresponding points between camera c

and c′. We denote this set Pc,c′ =
{
〈pi

c, p
i
c′ 〉 | i = 1, . . . , nc,c′

}
,

where 〈pi
c, p

i
c′ 〉 denotes a corresponding point pair and nc,c′

the number of obtained correspondences.
Step IV-6 By collecting Pc,c′ computed from all possible pairs

of cameras that can observe the face area Mf , we can com-
pute a set of 3D feature points, Pe, from a set of matching
2D point pairs.

3.2.2 Symmetry Plane Estimation Using 3D Feature Points
Having computed the reliable 3D feature point set Pe =

{pi} (i = 1, . . . ,N) in Section 3.2.1, we then estimate the symme-
try plane π from Pe as follows (Fig. 1 V). The idea is to generate
a candidate symmetry plane π and compare the texture pattern
around pi with that of its symmetric position with respect to π. If
π is a valid symmetry plane, then the textures should be reason-
ably similar.
Step V-1 Randomly pick two points pi, p j (i � j) ∈ Pe, and

repeat the following processing for K ≤ N(N − 1)/2 times.
Step V-1-1 Compute the symmetry plane πi j that makes pi

and p j in the symmetric position.
Step V-1-2 Based on the hypothesized symmetry plane πi j

we can compute the symmetric position for each of the
other N − 2 points. Let p̆k denote the symmetric po-
sition of pk (k � i, j). Then we compare the textures
at pk and p̆k. First we generate two L × L grids cen-
tered at pk and p̆k in the 3D space. Note that these two
grids lie on the planes that are perpendicular to the hy-
pothesized symmetric plane, and the distance between
neighboring grid points is d, which is a variable free to
change according to the size of the 3D object. Since the
3D position of each grid point is computable, let pmn

k ,
p̆mn

k (0 ≤ m ≤ L, 0 ≤ n ≤ L) denote the grid points
on the grids centered at pk and p̆k. And let Col(pmn

k )
and Col( p̆mn

k ) denote the RGB color vectors of the grid
points pmn

k and p̆mn
k respectively, which are computed

from the images by their best-observing cameras. Here
we use Mf as the shape proxy for the state-based visi-
bility evaluation [19]. Then the texture dissimilarity be-
tween pk and p̆k, dpk , is computed as Sum-of-Absolute-
Difference:

dpk =
∑

0≤m≤L,0≤n≤L

∣∣∣Col(pmn
k ) −Col( p̆mn

k )
∣∣∣ . (3)

Note that if either pmn
k or p̆mn

k is located outside
the estimated face area, the point pair is consid-
ered as an outlier and a fixed value di f f is set to∣∣∣Col(pmn

k ) −Col( p̆mn
k )

∣∣∣. By computing dpk for all pk

(k � i, j), we can evaluate the goodness of πi j by

di j =
∑

pk∈Pe\pi ,p j

dpk . (4)

Step V-2 Select the symmetry plane πi j having the smallest di, j

as the symmetry plane π.
In experiments, we used L = 4 and d = 5 mm. The number of

3D feature points, N, was about a few hundred, while changing
from frame to frame.
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Fig. 5 3D face shape reconstruction using symmetry prior.

3.3 3D Shape Reconstruction Using Symmetry Prior
As is mentioned in Section 1, the shape reconstruction process

in Fig. 1 I estimates the 3D object surface geometry without any
specific knowledge nor object model, which results in the limited
reconstruction accuracy and the introduction of errors. By con-
trast, the 3D shape reconstruction algorithm in this section uti-
lizes the knowledge of symmetric properties of the human face to
attain more accurate and higher resolution 3D shape reconstruc-
tion (Fig. 1 VI). The algorithm is similar to the mesh-deformation
algorithm proposed by Nobuhara et al. [20], but employs the sym-
metry constraint in deforming the mesh. This section first de-
scribes how we model the 3D face surface by a mesh model, and
then introduces how we can utilize the symmetry prior as a con-
straint on the mesh deformation.

The processes so far described have generated the 3D face area
Mf = {Vf , E f } as a sub-area of the original 3D mesh surface M

and estimated its symmetry plane π (Fig. 5 (a)). With this sym-
metry plane, we first define the 3D face coordinate system as il-
lustrated in Fig. 5 (b): define the origin by the centroid of Vf and
place the coordinate axes so that the symmetry plane π is aligned
with the x = 0 plane, the X-axis is defined by the normal vector
of π, and the Z-axis by the principal axis of the point distribution
of Vf on π. The Y-axis is computed by the cross-product of the
other axes.

Then we generate a new mesh Mc = {Vc, Ec} to model the
higher resolution 3D face surface: project Mf onto the y = 0
plane and define a bounded regular mesh Mc on the 2D projected
region. The gray area in Fig. 5 (c) illustrates Mc. That is, Vc and
Ec denote the set of grid points and edges in this projected region,
respectively. Note that the sampling pitch by the regular grid can
be designed to increase the spatial resolution.

With this modeling, the 3D face surface reconstruction prob-
lem is transformed to that of finding the appropriate y value of
each regular grid point in Vc (Fig. 5 (d)). Here the technical prob-

lems to be solved are (1) how we can introduce the symmetry
constraint into the mesh deformation and (2) how we can find the
optimal y values for Vc.

First, we represent the symmetry prior by

y = f (x, z) = f (−x, z), (5)

where the function f (x, z) returns the y value of the grid point at
(x, z). Then, introduce the following discrete representation of y
values:

y = αi, (6)

where i denotes an integer within a certain range, and α specifies
the resolution of possible y values.

This discrete modeling allows us to formalize the shape recon-
struction problem as a multi-labeling problem. That is, we can
formulate the shape reconstruction with the symmetry prior as
the minimization of the following objective function:

E (Mc) =
∑

v∈Vc ,vx≥0

Ep(iv) +
∑

(u,v)∈Ec ,ux ,vx≥0

Ec(iu, iv), (7)

where vx and ux denote the x coordinate values of v and u ∈ Vc re-
spectively, and iv and iu integer labels to specify y values at v and
u respectively. Ep(iv) denotes the photo-consistency evaluation
function at v and its symmetric position v̆. That is,

Ep(iv) = ρ(vx, αiv, vz) + ρ(v̆x, αiv̆, v̆z)

= ρ(vx, αiv, vz) + ρ(−vx, αiv, vz),
(8)

where ρ() denotes the photo-consistency evaluation function
based on the state-based visibility with M as the shape proxy [19].
Ec(iu, iv) evaluates the smoothness in the y direction between a
pair of connected grid points v and u:

Ec(iu, iv) = κ|αiu − αiv| (9)

where κ is a weighting factor to balance the photo-consistency
and smoothness terms. This formalization forces the mesh defor-
mation to satisfy the symmetry constraint defined by Eq. (5). We
solve this minimization problem by belief-propagation [21], and
obtain the 3D face surface satisfying both the photo-consistency
and the symmetry constraint simultaneously.

In experiments, we used κ = 1.0, α = 1 mm, and 2.5 mm grid
resolution for Mc. Note that the original 3D mesh resolution, i.e.,
the average distance between adjacent vertices of Mf was about
4.7 mm.

4. Virtual Frontal Face Image Synthesis

With the optimized Mc, the virtual frontal view of Mc is gen-
erated for gaze estimation (Fig. 1 VII): (1) locate a virtual camera
with focal length f at (0, Pcam, 0) and align its view direction at
(0, 0, 0) in the 3D face coordinate system defined in Section 3.3,
and then (2) generate the virtual frontal face image by render-
ing Mc from the virtual camera by the super-resolution technique
proposed by Tung et al. [8]:
Step VII-1 Set a high-resolution pixel grid on the image plane

of the virtual camera.
Step VII-2 Project each pixel of the original multi-view images,
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Fig. 6 Virtual frontal face image synthesis.

say source pixels, onto the pixel grid via Mc. That is, back
project the source pixels onto Mc first, and then project the
points on Mc to the pixel grid of the virtual camera. In this
process we choose the nearest grid point as the final projec-
tion point of each source pixel. In addition we ignore source
pixels if their projections are occluded by M.

Step VII-3 For each grid point with source pixel projections,
compute its color by averaging associated source pixel col-
ors. Otherwise, interpolate the grid point color using colors
of its neighbors.

Figure 6 shows a synthesized virtual front face image, where
the image resolution is increased by the super-resolution render-
ing process.

In experiments, we used f = 430 mm, Pcam = 500 mm, and
the virtual face image plane of 160 mm × 160 mm sampled with
400 × 400 pixels. Considering that the average of y values in a
3D face area is about 15 mm, the size of the virtual image pixel
projected on the 3D face surface is about 0.45 mm × 0.45 mm,
which is much higher than 4.7 mm, the average distance between
adjacent vertices in the original 3D mesh. Note that the resolu-
tion of the original multi-view images is higher than that of the
original 3D mesh. It was estimated at most at about 1.5 mm on
the face area. That is, the super-resolution attained about three
times higher resolution than the original images.

5. Gaze Estimation Using 3D Eyeball Model

For the last stage, we propose to introduce a 3D eyeball model
to estimate the object’s gaze direction (Fig. 1 VIII). Figure 7 il-
lustrates the structure of the model. The red arrow indicates the
3D gaze direction, and θ and ϕ denote the horizontal and ver-
tical rotation angles of the eyeball, respectively. This model is
designed based on the following three assumptions:
( 1 ) The eyeball is fixed inside the eye socket and it can rotate

horizontally and vertically around the eyeball center.
( 2 ) The gaze direction is defined by the 3D vector pointing from

the eyeball center to the iris center.
( 3 ) The radius of the eyeball is equal to the diameter of the iris.

This assumption is made based on medical statics data.
To apply this model to the 3D gaze estimation, the eyeball

model of the object should be estimated first by the following
off-line process:

Fig. 7 3D eyeball model.

Fig. 8 Eyeball center position estimation.

Step VIII-1 Collect virtual frontal face images in which eyes
look straight forward by hand.

Step VIII-2 For each image, detect the following eye feature
points (Fig. 8) for each eye: 2D eye corners, qa and qe, 2D
iris center, qc, and the intersecting points between the iris
border and the eye corner line connecting qa and qe, qb and
qd. The eye corners are located by the AAM [10], and the iris
is detected by applying the method of Kawaguchi et al. [22].
Note that all feature points for the right eye illustrated in
Fig. 8 are mirrored with respect to the symmetry plane to
represent those for the left eye.

Step VIII-3 For each eye, let d denote the average 3D diameter
of the iris, and consequently the eyeball radius. The 3D di-
ameter of the iris is defined by the 3D distance between pb

and pd on the face surface Mc, which are obtained by back-
projecting qb and qd onto Mc respectively.

Step VIII-4 For each eye, compute the average 2D relative po-
sition t of the iris center qc with respect to the eye cor-
ners qa and qe. That is, t denotes the weighting parame-
ter to represent qc by the weighted average of qa and qe:
qc = (1 − t)qa + tqe where t = |qc − qa| / |qe − qa|.

This process estimates the eye model parameters for the left
and right eyes respectively: dle f t and tle f t, and dright and tright. In
what follows, we eliminate the suffix for simplicity.

With the eye ball model parameters d and t, compute the 3D
gaze directions of the left and right eyes from each 3D video
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Fig. 9 Gaze estimation process. (a) original face image generated based
on the original 3D mesh M (b) virtual super-resolution frontal face
image generated based on the reconstructed face surface Mc (c) de-
tected irises (circles) (d) estimated eye corners (green dots) and gaze
directions (red lines).

frame by the following process (Fig. 8 and Fig. 9). Note that all
3D points as well as the virtual frontal face image in the 3D gaze
estimation below are represented in the face coordinated system
defined in Section 3.3 and Fig. 5 (b), which is dynamically de-
fined depending on the 3D face position and direction in each 3D
video frame.
Step VIII-5 Apply the following process to the left and right

eyes, respectively.
Step VIII-6 Detect 2D eye corners qa and qe, and the iris center

qc from the synthesized frontal face image.
Step VIII-7 Compute the 3D iris center position pc by back-

projecting qc onto Mc.
Step VIII-8 Compute the 3D eyeball center po by

po = pc̃ + (0,−d, 0)
. (10)

Here pc̃ denotes the back-projection of qc̃ = (1 − t)qa + tqe

onto Mc, where qc̃ represents the 2D position of the assumed
iris center if the eye were looking straight forward.

Step VIII-9 Finally the 3D gaze direction is given as the line
passing through po and pc.

6. Performance Evaluation

In this section we evaluate the performance of the proposed
method with real data.

6.1 Shape Reconstruction Using Symmetry Prior
First, we present the analysis on how the accuracy of the recon-

structed 3D face shape is improved by introducing the symmetry
prior.

Fig. 10 Input multi-view data A.

Fig. 11 Input multi-view data B.

6.1.1 Experiment Setup
For this evaluation we used two sets of data in doing the ex-

periment. Data A (Fig. 10) is captured by 15 calibrated UXGA
cameras running at 25 HZ with 1 msec shutter speed, while Data
B (Fig. 11) is captured by 16 calibrated UXGA cameras running
at 25 Hz with 1 msec shutter speed.
6.1.2 Evaluation Method

We measure the contribution of the symmetry prior to the re-
construction accuracy by means of leave-one-out experiments.
We keep one camera c f for evaluation, and use the other 15 cam-
eras to render the face image viewed from camera c f by the ren-
dering algorithm described in Section 4. Note that the size and
resolution of the rendered image is adjusted to coincide with that
of the image captured by c f . Let I′f denote the rendered image.
Then we compute the mean-squared-error between the rendered
image I′f and the originally captured image I f :

MSE =
1
N

∑
(x,y)∈I f

(I f (x, y) − I′f (x, y))2, (11)

where N is the total number of effective pixels in I′f .
In this experiment we compute I′f in two ways as follows: (1)

the virtual view image with the original 3D shape. (2) the vir-
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(a) Original captured
image.

(b) Virtual frontal
face image.

(c) Difference image.

(d) Enlarged Original
captured image.

(e) Enlarged Virtual
frontal face image.

(f) Enlarged Differ-
ence image.

Fig. 12 Difference image with the proposed method.

(a) Original captured
image.

(b) Virtual frontal
face image.

(c) Difference image.

(d) Enlarged Original
captured image.

(e) Enlarged Virtual
frontal face image.

(f) Enlarged Differ-
ence image.

Fig. 13 Difference image with the original 3D shape.

tual view image with the reconstructed 3D shape using symmetry
prior. By comparing these two types of I′f with the original im-
age I separately, we can comprehensively evaluate the effect of
introducing the symmetry prior.
6.1.3 Experiment Results

Figures 12 and 13 illustrate the difference images between
the original captured image and the synthesized virtual frontal
face image, generated with the original 3D shape and the recon-
structed 3D shape using symmetry prior, respectively. In Fig. 12,
the synthesized face image in the middle is less blurred than the
original captured image, and the differences mainly occur on the
edges, proving that the synthesized virtual frontal face image with
the proposed method has higher resolution than the original cap-
tured image. As for the one with the original 3D face shape,
obvious differences appear on the cheeks as well as the edges.
Table 1 illustrates that the mean-squared-error MS E of the pro-
posed method is smaller than using the original 3D face shape.

Table 1 MSE with the original captured image.

MS E Effective Pixels

Proposed method 10.23 1,900
Original 3D shape 11.07 2,223

Fig. 14 Mean-squared-errors between the synthesized and the original im-
ages.

Fig. 15 Multi-view input data with three different people.

Fig. 16 Gaze estimation error evaluation.

Figure 14 shows the mean-squared-errors over 100 continu-
ously captured frames using Data B. It can be observed that the
symmetry prior contributes to improve the fidelity of rendering
and hence improve the reconstruction accuracy.

6.2 Gaze Estimation
To prove the effectiveness of our gaze estimation method, we

prepared the input multi-view videos captured with three different
people for evaluation (Fig. 15). We have also conducted the ex-
periment with an effective commercial gaze tracking device Tobii
X120 Gaze Tracker in the same environment for comparison.
6.2.1 Experiment Setup

In order to quantitatively evaluate the accuracy of the gaze esti-
mation processing, we designed our experiment as follows. Fig-
ure 16 illustrates the experimental environments. A human sub-
ject stands at about 2.5 m away from the wall and looks at (1) hor-
izontally aligned markers one by one, and (2) vertically aligned
markers one by one (Fig. 16 left and right respectively). For each
marker, its 3D position pm in the object oriented coordinate sys-
tem is measured manually. Figure 17 is the template used for iris
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detection based on the method of Kawaguchi et al. [22], with a
size of 300 × 122 pixels.

As is shown in Fig. 18, experiments using a Tobii X120 Eye
Tracker are conducted as well in the same environment. The sub-
ject stands at the same position as in the experiment with multi-
view cameras. A Tobii X120 Eye Tracker is set in front of the
subject for iris and gaze tracking, and a projector is used to project
the marker image onto the wall for the subject to look at. Since
the positions of the two outer markers in the horizontal direc-
tion (Fig. 16 left) are out of the effective region of Tobii, we only
project the other five markers onto the wall. It should be noted
that the marker image is well designed to project each marker
into the same position as the corresponding one’s position in the
multi-view camera experiment. Besides, we manually set two
markers onto the positions of the two outer ones in the horizontal
direction (one of them is highlighted with a red circle in Fig. 18),
which could be used to estimate the performance of Tobii when
the gazing position is outside its effective region. Table 2 illus-
trates the technical specifications of the Tobii X120 Eye Tracker
being used in our experiment.
6.2.2 Evaluation Method

In the multi-view video data, we first selected those video
frames where the subject was stably looking at each marker.
Then, for each selected video frame, apply the above mentioned

Fig. 17 Template for iris detection.

Fig. 18 Experiment with Tobii X120 Eye Tracker.

Table 2 Tobii X120 technical specifications.

Data rate 60 HZ

Latency 30–35 ms

Time to tracking recovery Average 100 ms

Max gaze angles 35 degrees

Freedom of Head Movement 44 ∗ 22 ∗ 30 cm at 70 cm (Width ∗ Height ∗ Depth)

Tracker field of view 36 ∗ 22 ∗ 30 cm at 70 cm (Width ∗ Height ∗ Depth)

Top head-motion speed 35 cm/second

Eye tracking technique Both bright and dark pupil tracking

gaze estimation processes from Step I to Step VIII to obtain the
estimated 3D gazing vector neye. Note that the gaze estimation is
conducted for the left and right eyes independently, meaning that
we have neye for each eye. The ground-truth 3D gazing direction
vector ntrue is defined by a 3D vector from the eyeball center po

computed by Eq. (10) to each 3D marker position. Then, the an-
gular error of the 3D gaze estimation in each selected video frame
is computed for each eye by

θ = arccos

(
neye · ntrue

|neye||ntrue|
)

(12)

On the other hand, a calibrated Tobii X120 Eye Tracker contin-
uously outputs the estimated gazing position on the wall. Since
Tobii is not designed to track the gaze of the two eyes separately,
we compute the estimated 3D gazing direction vector neye as one
3D vector from the middle position of the two eye ball centers to
each estimated marker position. Then the angular error of the To-
bii’s gaze estimation in each frame can be computed by Eq. (12).
6.2.3 Experiment Results

In the analysis of the proposed method, the angular gaze esti-
mation errors are evaluated for the left and right eyes as well as for
the horizontal and vertical directions, respectively, which gives
four different error evaluation results as shown in Fig. 19 (a),
19 (b), 19 (c) and 19 (d). In each figure, three computational
methods are compared: without the symmetry prior, with the
symmetry prior alone, and with both the symmetry prior and the
super-resolution image rendering technique. The horizontal axis
in each figure denotes the selected frame IDs where the subject
was stably looking at each marker. The upward and downward
triangles at the bottom in each figure denote the signs (i.e., posi-
tive or negative) of the errors by the method with both the sym-
metry prior and the super-resolution image rendering technique.
Table 3 shows the average errors for the first and the third meth-
ods. Table 4 compares the numbers of iris detection failures in
100 continuously captured frames. In all results, the symmetry
prior improved the stability of the iris detection and the accuracy
of the gazing direction estimation, while the improvement by the
super resolution is limited. This is because the performance of
the iris localization is not so accurate. As is well known, errors in
the horizontal direction are much smaller than those in the verti-
cal direction, because of the shape and movable range of human
eyes. These results demonstrate the effectiveness and robustness
of the presented method, while the accuracy of the gaze estima-
tion is still limited. It should be noted that with the proposed
method, we can perform gaze estimation on freely moving object
as well as statically standing object. Figure 20 is an example of
using our gaze estimation method on Data A (Section 6.1.1), a
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(a) Left eye, horizontal. (b) Right eye, horizontal.

(c) Left eye, vertical. (d) Right eye, vertical.

Fig. 19 Gaze estimation errors of the proposed method. The upward and downward triangles at the bot-
tom in each figure denote the signs (i.e., positive or negative) of the errors by the method with
both the symmetry prior and the super-resolution image rendering technique.

Table 3 Average gaze estimation errors of the proposed method.

Left, horizontal Right, horizontal Left, vertical Right, vertical

Original 0.4326 0.4002 0.5321 0.5063
Proposed 0.3297 0.3234 0.4610 0.4472

Table 4 Gaze estimation failures in 100 frames.

Gaze estimation failure Shape reconstruction failure Iris detection failure

Original 5 0 5
Proposed 1 0 1

(a) Input multi-view images

(b) Estimated gazing direction
in objective view

(c) Estimated gazing direction
in subjective view

Fig. 20 Gaze estimation on freely moving object. (a) input multi-view im-
ages, (b) estimated gazing direction in objective view, (c) estimated
gazing direction in subjective view.

MAIKO performing traditional Japanese dance. The red arrow in
Fig. 20 (b) and the red cross in Fig. 20 (c) illustrate the estimated
gazing direction of the object. Since the full 3D shape of the ob-
ject is reconstructed (Fig. 1 I), with the proposed method we can
realize a subjective/first-person-view visualization, as is shown in
Fig. 20 (c).

As for the gaze estimation results of Tobii X120 Eye Tracker,
Figs. 21 and 22 illustrate the angular errors of Tobii when work-
ing with markers inside and outside its effective region, respec-
tively. The horizontal axis in Fig. 21 denotes the frame IDs where
the subject is gazing at the five markers projected onto the wall,
while the one in Fig. 22 denotes the frame IDs where the subject
is gazing at the two markers manually set outside Tobii’s effective
region, as is described in Section 6.2.1. Table 5 shows the aver-
age errors for Tobii X120 Eye Tracker. These results illustrate
that Tobii performed the gaze estimation task with high accuracy
when the markers are inside its effective region, while its accuracy
dropped drastically when working outside its effective region. In
addition, it should be noted that when the subject moved his head
outside the freedom of head movement region, as is described in
Table 2, or rotated the head over about 40 degrees, the Tobii X120
Eye Tracker failed to track the subject’s eyes and gave no results,
while the proposed method still succeeded to perform the frontal
image synthesis and gaze estimation process.

Taking into account all these experimental results we could
conclude that the proposed method performs no better than con-
ventional method under the situation that the object’s head move-

c© 2012 Information Processing Society of Japan 158



IPSJ Transactions on Computer Vision and Applications Vol.4 149–160 (Oct. 2012)

Fig. 21 Gaze estimation errors of Tobii X120 Eye Tracker inside its effec-
tive region.

Fig. 22 Gaze estimation errors of Tobii X120 Eye Tracker outside its effec-
tive region.

Table 5 Average gaze estimation errors of Tobii X120 Eye Tracker.

Horizontal Vertical

Inside effective region 0.0651 0.0729
Outside effective region 0.4356 0.3996

ment is strictly limited. However, our work showed its advan-
tage in the capability of dealing with freely moving object, which
makes it possible to estimate the gazing behavior of humans in
natural and complicated activities.

7. Conclusion

In this paper we proposed a novel 3D non-constrained and non-
contact gaze estimation method that makes full use of the multi-
view video data. The algorithm for the 3D gaze estimation con-
sists of the 3D face area detection, the symmetry plane estima-
tion, the accurate face surface reconstruction with the symmetry
prior, the super-resolution frontal face image generation and the
3D gaze estimation based on the eyeball model. The algorithm
worked stably to generate higher resolution frontal face images.
The accuracy of the last process to estimate the iris position and
gaze direction was also improved, while the absolute estimation
accuracy was still limited. By comparing with a commercial gaze
tracking device developed with conventional techniques, we have
shown that our method exceeded others in the capability of per-
forming robust gaze estimation on freely moving object, although
its accuracy still needs to be improved.

For further studies, we should improve the gaze estimation
algorithm by exploiting the temporal information. Also, intro-
ducing depth cameras into our system would make it possible to
perform the proposed processing in real world environment with
more complicated backgrounds and occlusions.
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