Learning Spatiotemporal Gaps between Where We Look and What We Focus on
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Abstract: When we are watching videos, there are spatiotemporal gaps between where we look (points of gaze) and what we focus on (points of attentional focus), which result from temporally delayed responses or anticipation in eye movements. We focus on the underlying structure of those gaps and propose a novel learning-based model to predict where humans look in videos. The proposed model selects a relevant point of focus in the spatiotemporal neighborhood around a point of gaze, and jointly learns its salience and spatiotemporal gap with the point of gaze. It tells us "this point is likely to be looked at because there is a point of focus around the point with a reasonable spatiotemporal gap." Experimental results with a public dataset demonstrate the effectiveness of the model to predict the points of gaze by learning a particular structure of gaps with respect to the types of eye movements and those of salient motions in videos.
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1. Introduction

Visual attention is a built-in mechanism of the human visual system, which enables us to quickly select meaningful regions in our sights. Modeling this attention mechanism, practically as a form of saliency maps, is now a long-standing topic in the fields of computer vision and vision psychology [1], [6], [8], [9], [11]. This study is aimed at predicting where humans look in videos with help from saliency maps, which has many applications such as proficiency assessment [3] and automatic image cropping [13].

“Saliency” is originally the degree of differences between a point and its spatiotemporal neighborhoods, which measures how much a target attracts visual attention in a bottom-up manner [2]. Although the saliency is an effective cue to predict a point of attentional focus (PoF; the point on a screen where humans direct their attention) and furthermore, that of gaze (PoG; the point where they actually direct their eyes), these two points sometimes have a spatiotemporal gap. For example, when humans try to attend salient objects in motion, eye movements sometimes contain temporally delayed responses to the objects (see Fig. 1). It causes a mismatch between computed saliency maps and PoGs, and thus has the potential to make some evaluation methods irrelevant, which measure the degree of salience at PoGs (e.g., the normalized scanpath saliency and area under the curve adopted in Refs. [1], [9], [11]). Riche et al. have tried to evaluate the saliency maps under such a situation by smoothing both distributions of PoGs and saliency maps [12].

On the other hand, the gaps between PoGs and PoFs can form a particular structure because they reflect temporal aspects of eye movements such as delayed response. Therefore, we focus on the structures of gaps and propose a novel learning-based model, the gap structure model (GSM), to predict where humans look. The main contribution of this study is that we learn the underlying structures of gaps in a data-driven fashion, and exploit them to predict PoGs (the 3rd column of Fig. 1). Specifically, the GSM tells us “this point is likely to be looked at because there is a PoF around the point with a reasonable gap.” Namely, it gives us reasoning to several PoGs which have always been regarded as a false negative of saliency maps, and it directly benefits the systems that work based on gaze inputs, such as Refs. [3], [13].

2. The Gap Structure Model

Let \( p \in \mathbb{R}^3 \) be a point in a spatiotemporal volume of videos. The goal of this study is to estimate the degree of gaze-point existences \( F_{\text{GSM}}(p) \in \mathbb{R} \) for the given point \( p \).
The main idea of this study is to incorporate the structures of spatiotemporal gaps between the PoGs and PoFs into the model. We thus first scan the spatiotemporal neighborhood around \( p \in \mathbb{R}^3 \) to select a PoF \( q(p) \in N(p) \) (practical implementation of \( N(p) \) will be given in Section 3).

To select \( q(p) \), we utilize traditional saliency computation techniques such as signal-processing-based saliency maps. We select a relevant PoF in the neighborhood of PoGs, which takes the maximum value of salience in the neighborhood. Then we calculate a gap \( d(p) = p - q(p) \) and evaluate it by the learned structure of gaps (see also Fig. 1). Since the saliency at \( q(p) \) also affects \( F_{GSM}(p) \), we jointly learn saliency with the gap structures.

In Section 2.1, we first propose a model of spatiotemporal gap structures. We then introduce learning-based models to compute saliency, and propose a technique to jointly learn the saliency and the gap structures (Section 2.2). Section 2.3 presents how to select PoFs.

### 2.1 Spatiotemporal Gap Structures

Psychological studies have revealed that eye movements require preceding shifts of visual attention in some cases \([7]\). Thus, there are sometimes spatial gaps between PoGs and locations of actual targets that a human tended to focus on. We can also observe the spatial gaps when focusing on salient objects in fast motion, since it is hard to keep our eyes on the object regions.

At the same time, there are temporal gaps as well when watching general videos. For example, we sometimes fail to orient our eyes to salient objects captured in peripheral vision, when the objects have already moved or got out of the frame. Alternatively, we can anticipate where salient objects will move next, and can attend destinations before their arrival. Consequently, the spatiotemporal gaps reflect many aspects in eye movements, and they are expected to form a particular structure. In addition, they can differ for the types of eye movements and those of salient motions.

As a first step toward the modeling of gap structures, this paper presents a basic model that only involves the following two properties: (1) There are possible locations that a PoF exists in the spatiotemporal neighborhood around the PoGs \( N(p) \), and thus the degree of gap occurrences has local extrema in \( N(p) \), and (2) The variations of gap occurrences along spatial and temporal directions are correlated, e.g., the PoFs are possibly spatially distant from PoGs as they are temporally distant when targets of focus are in motion. By taking them into account, we evaluate a gap \( d(p) = p - q(p) \) by a quadratic function \( G(d(p)) \) of the following form:

\[
G(d(p)) = \gamma_1 ||d_s|| + \gamma_2 d_t + \gamma_3 ||d_s|| + \gamma_4 ||d_s||^2 + \gamma_5 d_t^2,
\]

where \( d_s \in \mathbb{R}^2 \) and \( d_t \in \mathbb{R} \) are spatial and temporal components of \( d(p) \), respectively (i.e., \( d(p) = (d_s, d_t) \)). Note that we do not consider spatial orientations for simplicity.

For modeling structures, similar approaches have been proposed for object detection \([5]\) and face recognition \([14]\). They learn the relative positions of object (or facial) parts by introducing a quadratic function \( G(d(p)) = \gamma_1 ||d_s(p)|| + \gamma_2 ||d_s(p)||^2 \). Our model of gap structures is different from them in terms of describing not only spatial but temporal relationships.

### 2.2 Learning Gap Structures with Saliency

The degree of salience at the PoFs \( q(p) \) affects the existence of PoGs around \( q(p) \). For example, the PoFs with strong salience tend to attract eyes much more. Therefore, it is essential to consider such saliency information when learning gap structures.

In this paper, we combine learning-based saliency maps (LBSM) \([1], [9], [11]\) with the gap structure model in Eq. (1) and learn them jointly. Let us denote a sample at point \( x \in \mathbb{R}^3 \) as a \( K \)-dimensional feature vector \( \phi(x) \in \mathbb{R}^K \). Besides, each \( x \) is given a binary label \( l(x) \in \{1, -1\} \), where 1 and -1 show positive (salient and it attracts attention) and negative (non-salient), respectively. Then, models of LBSMs with binary labels \([1], [9]\) can be described as follows:

\[
F_{LBSM}(x) = \beta^T \phi(x),
\]

where \( \beta \in \mathbb{R}^K \) is a vector of model parameters. Basically, positive samples with label \( l(x) = 1 \) are collected from a set of points where subjects looked in a dataset, while negative samples with label \( l(x) = -1 \) are from points with a lower probability of being looked at. With pairs of \( \phi(x) \) and \( l(x) \), the model is trained as a classifier such as a support vector machine (SVM). Then, the score of \( F_{LBSM}(x) \) describes the degree of salience at the point \( x \), or how much \( x \) attracts our visual attention.

Based on the LBSM, we compute the salience at the PoFs: \( F_{LBSM}(q(p)) \) (that is, we collect positive samples from \( q(p) \) instead of \( p \)). The degree of gaze-point existences \( F_{GSM}(p) \) is finally derived as follows:

\[
F_{GSM}(p) = F_{LBSM}(q(p)) + G(d(p)),
\]

where model parameters comprise \( \beta \) and \( (\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5) \).

### 2.3 Selecting the Points of Focus

Selecting the points that humans focus on around actual PoGs is a non-trivial problem, because this is a general issue in a visual attention study itself. To estimate the PoFs, we introduce a traditional technique to compute saliency maps via signal processing (e.g., Refs. \([6], [8]\) for instance). Their combination with top-down features (i.e., object detection scores using Refs. \([5], [15]\) for instance).

Specifically, we compute an evaluation score \( S(x) \) via saliency computation preliminarily (i.e., \( S(x) \) means the degree of salience at \( x \)), and select the point \( q(p) \in N(p) \) that takes the maximum value of \( S(x) \) as the PoF: \( q(p) = \arg \max_x S(x) \mid x \in N(p) \). The specific definitions of \( S(x) \) which we adopted in experiments are shown in Section 3.

Note that signal-processing-based saliency maps are generally task-invariant and available without eye movement data, whereas the LBSM adopted in the GSM (Eq. (2)) is capable of modeling task-specific (data-specific) aspects of visual attention with help from actual eye movement data. Therefore, the GSM can be regarded as the model that selects the task-invariant salient point as a PoF, and learns task-specific saliency at the selected point with a gap structure to predict surrounding PoGs.
3. Model Implementation

Equation (3) provides a general form of the GSM, and allows an arbitrary sample description \( \phi(x) \), an evaluation score to select a PoF \( S(x) \) and a neighborhood \( N(p) \). This section introduces the implementation example adopted in our experiments.

Sample Description

With regard to sample description \( \phi(x) \), we took the same approach as several state-of-the-art models [1], [9]: introducing low-level (biologically plausible) and high-level (top down) features. In order to verify the effectiveness of the GSM itself, we employed simpler features compared to existing literature. For low-level features, we extracted 4 types of center-surround difference maps: intensity, color, orientation and motion channels of graph-based visual saliency (GBVS) [6]. High-level features included detection scores of 3 object classes: people, faces and cars. We used deformable part models [5] for detecting people and cars and the Viola-Jones detector [15] for faces. Finally, \( \phi(x) \) was described by 7-dimensional vectors.

Selecting the points of focus

Since \( \phi(x) \) comprises saliency-related features, we utilized parts of \( \phi(x) \) to compute evaluation score \( S(x) \). Specifically, we implemented the following three: (1) spatial saliency: the sum of intensity, color, orientation and motion channels of the GBVS, (2) motion saliency: a motion channel of GBVS, and (3) top-down objectness: the sum of detection scores of people, faces and cars.

Evaluation scheme and comparative models

Regarding neighborhood \( N(p) \), we considered the spatiotemporal correlations in gap occurrences introduced in Section 2.1, and defined \( N(p) \) as \( N(p; \alpha, \beta, \epsilon, \tau) = (x_i, x_j) \mid ||x_i - p|| - \alpha ||x_j - p|| < \epsilon, ||x_i - p|| - \beta ||x_j - p|| < \epsilon \), where \( p_i \in \mathbb{R}_+^2 \) and \( \beta \in \mathbb{R}_+^2 \) are spatial and temporal components of \( p \), respectively. \( \alpha \) is a scale factor, \( \epsilon \) and \( \tau \) are thresholds of spatial displacements at \( ||x_i - p|| = 0 \) and temporal ones, respectively.

4. Experiments

Since gaps between the PoGs and PoFs reflect various aspects in eye movements, their structures can differ for the types of the eye movements. In the experiments, we therefore evaluated our model with several detection tasks: fixation, pursuit and saccade detection from videos. That is, given a sample at \( p \), we verified if the model \( F_{GSM}(p) \) gives higher scores where subjects looked at \( p \) with an eye movement of interest (indicated by \( l(p) = 1 \)) and low otherwise.

4.1 Experimental Setups

Dataset

We used the ASCMN database [12]†, which comprised the following five types of general videos:

- **ABN**: 5 videos with objects in abnormal motions.
- **SUR**: 4 surveillance videos with no special motion event.
- **CRO**: 5 videos of dense crowds.
- **MOV**: 4 videos taken with a moving camera.
- **NOI**: 6 videos with several sudden motions.

Each video contains eye movement data of 10 subjects. As noted in Ref. [12], videos of each type differ with respect to the types of salient motions they contain. At the same time, all the videos have no scene changes, and types of salient motions are similar among videos in each type.

We thus conducted experiments for each type of videos independently, since the types of salient motions can affect spatiotemporal gaps. Consequently, we evaluated our model under 3 (the number of eye movement types) × 5 (the number of video types) = 15 situations in the experiments.

In addition to those situations, we also conducted evaluation with a) eye movements of each type with videos of all the types (V-ALL), b) eye movements of all the types with videos of each type (E-ALL) and c) eye movements of all the types with videos of all the types.

Annotating the types of eye movements

Fixation, pursuit and saccade were semi-automatically annotated. These three types were classified based on the speed of gaze shifts. We manually defined the thresholds of the minimum speed and length of gaze shifts to annotate saccades. For annotating pursuits, we sampled several example patterns of pursuit from the dataset and detected others which took high correlation scores with the examples.

Collecting samples for evaluation

Since subjects were not asked to follow any specific task in the ASCMN database, the spatiotemporal gaps between the PoGs and PoFs do not necessarily appear. That is, there seem to be no spatiotemporal gaps when subjects easily attended salient regions in videos. To clarify the effectiveness of the proposed model, we only used PoG samples with lower salience, which are likely to have a more salient point in their neighborhood. Specifically, we gave \( 1^T \phi(x) \) (1 is an all-ones vector) as the degree of salience and computed a 50-percentile point as a threshold to extract the samples.

For positive samples, we randomly selected the same number of fixations, pursuit and saccade samples. For negatives, we randomly selected samples of the same size as positives from videos. Since each video frame contains at most 10 PoGs (the number of subjects), the selection criterion can be regarded as the same as selecting from locations with the lower probability of being looked at.

Evaluation scheme and comparative models

We conducted a 5-fold cross validation by splitting data into 5 subsets. A linear SVM [4] was served to jointly learn the parameters \( \beta \) and \( \gamma \), where the penalty parameter \( C \) in Ref. [4] was tuned via 4-fold cross validation in the training subsets. A receiver operating characteristic curve with false-positive vs. true-positive rates and the area under the curve (AUC) was calculated from output scores.

The proposed model can adopt arbitrary evaluation scores \( S(x) \) to select PoFs. In experiments, we introduced several variants of scores presented in Section 3: spatial saliency (GSM-spat), motion saliency (GSM-mot), and top-down objectness (GSM-td).

Parameters in the neighborhood \( N(p; \alpha, \beta, \epsilon, \tau) \) were given as \( \tau = 6 \) frames (0.4 sec), \( \epsilon = 16 \) pixels in a frame of 640x480 pixels. \( \alpha \) was given as the second per frame, \( \alpha = 1/15 \). We also adopted the

† http://www.tcts.fpms.ac.be/attention/?categorie13/databases
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4.2 Results and Discussions

Figure 2 visualizes selected results of learned gap structures $G(dt(p))$ and corresponding situations in data. They indicate that there is a particular gap structure for each type of videos and eye movements. For fixation (top-left), the PoFs tend to be distant from PoGs independent of temporal displacements. Such gap structures seem to be appropriate for fixations when objects move all the time, such as ABN-type videos that contain many people walking on a street. The top-right and bottom-right results reflect typical behaviors of pursuits: pursuing targets to follow them (top-right) and precede them (bottom-right). Indeed, comparing SUR-type and MOV-type videos, MOV-types involve camera motions to capture objects at the center of the frame, and motions of the objects are slow enough to precede. Regarding ABN-type videos, saccades with anticipation were hardly observed (bottom-left), since there were many people in a frame and subjects frequently changed targets with delays.

Table 1 describes AUC scores for each experiment. The increases of scores indicate that several PoGs were correctly detected, which were regarded as false negatives of LBSM. For ABN-type videos and fixation in MOV-type videos, the motions of objects tend to be faster than that of eye movements. In ad-
dition, NOI-type videos contain objects with sudden motions. These cases can produce a temporal delay in eye reactions and bring larger improvements by the proposed methods. In fixation and saccade detection for CRO-type videos, the LBSM got the highest scores. These videos contain human crowds and it is originally difficult to extract relevant saliency information as discussed in Ref. [12]. Then, the proposed methods are likely to fail the estimation of PoFs and their gap with PoGs.

In V-ALL and E-ALL, that merged video and eye movement types respectively, we found smaller improvements than in the other 15 situations which divided data based on pairs of video and eye movement types. Furthermore, effective evaluation criteria to select the PoFs differed with regard to the types of videos and those of eye movements. Currently the GSM picks up the only PoF with one evaluation criterion for each of the PoGs, and we need to incorporate an automatic model selection scheme into its framework so as to cope with videos and eye movements with a variety of types. One promising technique is to introduce state-space models conditioned by eye movement types as well as video types such as in Ref. [10]. In addition, selecting multiple PoF candidates for each of the PoGs can improve the reliability for the detected PoFs.

5. Conclusions

We presented a novel learning-based model to predict where humans look in videos, which exploit a spatiotemporal gap between the PoGs and PoFs for the prediction. Note that our experiments conducted a pixel-wise evaluation of models, which collected samples randomly from videos. Thus they are simpler than traditional schemes that build whole saliency maps and evaluate them. Future work will build saliency maps using our gap structure model, and evaluate them with state-of-the-art saliency maps and their modification by smoothing techniques [12].
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