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Abstract

The human activity monitoring is one of the major tasks
in the field of computer vision. Recently, not only the 2D
images but also 3D shapes of a moving person are desired
in kinds of cases, such as motion analysis, security mon-
itoring, 3D video creation and so on. In this paper, we
propose a parallel pipeline system on a PC cluster for re-
constructing the 3D shape of a moving person in real-time.
For the 3D shape reconstruction, we have extended the vol-
ume intersection method to the 3-base-plane volume inter-
section. By thus extension, the computation is accelerated
greatly for arbitrary camera layouts. We also parallelized
the 3-base-plane method and implemented it on a PC clus-
ter. On each node, the pipeline processing is adopted to im-
prove the throughput. To decrease the CPU idle time caused
by I/O processing, image capturing, communications over
nodes and so on, we implement the pipeline using multiple
threads. So that, all stages can be executed concurrently.
However, there exists resource conflicts between stages in a
real system. To avoid the conflicts while keeping high per-
centage of CPU running time, we propose a tree structured
thread control model. As a result, We achieve the perfor-
mance as obtaining the full 3D volumes of a moving per-
son at about 12 frames per second, where the voxel size is
5× 5× 5 [mm3]. The effectiveness of the thread tree model
in such real-time computation is also proved by the experi-
mental results.

1. Introduction

The human activity monitoring is a major task in the
field of computer vision. And the detailed 3D shape of
the human body enables detailed analysis of the human
motion and helps greatly to understand the human ac-
tion. From the viewpoint of the image media technology,
the 3D shape model is also desired by the contents cre-
ation, such as the free viewpoint video or the 3D video
contents[11, 7, 5, 12, 8, 4, 1, 2, 13], and so on. Further-
more, to realize the high reality remote collaboration in the
virtual space[9], the 3D shape of the target must be acquired
in real time. Therefore, we focus on the real-time 3D shape
reconstruction of a moving person.

The volume intersection method[6] is well known to get
the full 3D shape of the target. Although only the visual hull
which approximately describes the true 3D shape can be ob-
tained by this method, the computation is simple and robust
for the real-time system. To accelerate the computation,
two kinds of approaches have been proposed: (1) the oc-
tree representation based acceleration[10] and (2) the plane-
to-plane projection based acceleration[3]. Since the octree
representation is optimized for binary silhouettes, there is
no room left to extend the binary silhouette images to gray
scale or color images. Also, for some sparse objects such as
a skeleton, the octree representation may not be compact.
Therefore, we employ the plane-to-plane projection based
approach as our basic method. The following summarizes
the algorithm of the plane-based volume intersection from
multi-viewpoint cameras system. Suppose that the 3D space
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Figure 1. Plane-based volume intersection
method

is decomposed into parallel planes(slices) so that the shape
are calculated as the cross-sections on each slice. The algo-
rithm is also illustrated on Figure 1.

1. Base Silhouette Generation(BSG) : Project the object
silhouette observed by each camera onto a common
base plane (Figure 1 left, 1©).

2. Visual Cone Generation(VCG) : Project each base
plane silhouette onto the other parallel planes (Figure
1 left, 2©).

3. Visual Cone Intersection(VCI) : Compute 2D inter-
section of all silhouettes projected on each plane (Fig-
ure 1 right).

While the plane based volume intersection accelerate the
computation of the visual hull, it is obvious that the com-
putation of the “BSG” will break down if any input screen
of the multi-viewpoint cameras is nearly perpendicular to
the base plane. That is, in case of the base plane being stati-
cally determined, the computation can not be carried out for
arbitrary camera layouts.

In this paper, we propose the 3-base-plane volume inter-
section, which is an extension of the plane based volume
intersection. By this extension, not only the computational
breakdown due to the camera layout can be avoided, but
also the upper bound of the computational complexity of
the BSG can be estimated, which is important for the real-
time computation.

We also developed the parallel 3-base-plane volume in-
tersection algorithm and applied it on a PC cluster. In such
parallel system, it is important to keep high percentage of
the CPU running time on each node for a high performance.
On a real system, the CPU idle time is mainly caused by the
I/O processing, such as image capturing and communica-
tions over network interface. To decrease such idle time, we
propose the pipeline processing model on each node. That
is, divide the processing on each node into multiple stages
keeping I/O processing and computation separately. By im-
plementing the stages as multiple threads, all stages can be
executed concurrently. However, there exist two kinds of

problems which disturb the concurrency of the stages. The
first one is the hardware resource conflict on one PC, and
the second one is the extra wait caused by the asynchronous
communication over PCs. To get rid of these problems, we
propose the tree structured thread control module for the
threads scheduling. By this thread tree model, high per-
centage of CPU running time is achieved while avoiding
the resource conflicts and keeping the communication syn-
chronized.

In what follows, we first describe the 3-base-plane vol-
ume intersection and its parallelization in details. After that,
the thread tree control model is shown. Experiments of tun-
ing the executing order of the threads by changing the struc-
ture of the thread tree are also conducted. At last, the per-
formance evaluation experiments are shown to prove the ef-
ficiency of the proposed algorithm and the implementation
model.

2. The 3-Base-Plane Volume Intersection

2.1. Algorithm of the 3-Base-Plane Volume
Intersection

To avoid the fatal case of the base plane selection, we ex-
tend the base plane volume intersection to the 3-base-plane
method. We determine 3 mutually orthogonal planes as the
candidates of the base plane. In fact, the candidates are fixed
as the orthogonal planes parallel to the XY, YZ, ZX planes
of the world coordinates system respectively. During the
“BSG” phase of the plane based volume intersection, for
each camera, one of the candidates is selected as its base
plane according to the camera viewing direction. During
the next “VCG” phase, for each camera, we first decom-
pose the 3D space into isometric parallel slices, which are
parallel to its base plane. Also the distance between two
neighbor slices equals to the voxel size (= the pixel size of
the base silhouette). Hence, for any two cameras, the de-
composed slices sets are either identical or perpendicular to
each other.

After decomposing the 3D space, we generate the visual
cone of each camera by projecting its base silhouette onto
the slices. To get the visual hull of all cameras, all of the
visual cones, i.e. the silhouettes sets of all cameras need to
be intersected. For the cameras whose slices sets are iden-
tical, the intersection can be done by intersecting the sil-
houettes on each slice directly. However, for the cameras
whose slices sets are perpendicular, the conversion of the
silhouettes set is necessary. Notice that, since the 3 base
planes are mutual orthogonal, we can convert one type of
the slices set to another type by just switching the coordi-
nates without any heavy computation.

Then, after we have all visual cones calculated as sil-
houettes on one same slices sets, we can intersects all of the
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silhouettes on each slice to get the visual hull of all cameras.
As a result, while the base plane for each camera is selected
as one of the 3 orthogonal planes, all input silhouettes are
combined to generate one visual hull. The 3-base-plane al-
gorithm is summarized as follows:

1. Base Plane Selection & Base Silhouette Genera-
tion(BSG): By the base plane selection, a set of cam-
eras are partitioned into 3 groups: cameras in each
group share the same base plane.

2. Visual Cone Generation (VCG): Project the base ob-
ject silhouettes onto each slice.

3. Visual Cone Conversion (VCC): Convert the visual
cone of each camera into the silhouettes on slices with
the same direction.

4. Visual Cone Intersection (VCI): All visual cones are
intersected to generate the complete 3D object shape.

It is clear that the fatal problem of the base plane selec-
tion can be avoided by selecting the base plane from 3 or-
thogonal candidates. Comparing with the plane based vol-
ume intersection, only the phase “VCC” is added and its
computational cost is little.

3. Parallelization of the 3-Base-Plane Volume
Intersection

For the parallel processing, we apply the PC cluster ar-
chitecture for the computation. The base silhouette duplica-
tion parallel algorithm is proposed and is shown as follows:

1. Image Capturing (IC)

2. Input Object Silhouette Generation (ISG)

3. Base Silhouette Generation (BSG) On each camera
node, generate the base silhouette on the selected base
plane.

4. Base Silhouette Duplication (BSD) Suppose the cam-
eras are grouped at least 2 groups, the base silhouette
duplication is conducted as follows.

(a) Assign computation nodes to the 3 camera
groups to balance the computational cost for the
visual hull generation of the 3 camera groups.

(b) Duplicate the base silhouettes among the nodes
in the same group.

5. Visual Cone Generation and Intersection (VCGI)
Within each group, divide the slices into subsets by the
node number of the group. On each node, generate the
subsets of the visual cone and compute the intersec-
tions of them to get the subset of visual hull on each
node.

6. Visual Hull Conversion (VHC) On each node, con-
vert the subset of the calculated visual hull to the cross-
sections perpendicular to one of the axes, for example,
the Z-axis.

7. Transfer Visual Hull (TVH) Transfer the converted
visual hull to the nodes in the camera group whose
base plane is perpendicular to the Z-axis.

8. Visual Hull Intersection (VHI) On each node which
received the visual hulls, compute the intersection of
the subset of the visual hulls to obtain the subset of the
3D shape.

On each node PC, the above parallel algorithm is realized
by pipeline processing, i.e. each phase is taken as one
stage, and the throughput can be increased greatly. For
the pipeline implementation, we proposed the thread three
model.

4. The Thread Tree Control Model for the Par-
allel Pipeline Implementation

4.1. Parallel Pipeline Processing Model

Table 1. Process Type on Camera & Compu-
tation Node

Step Computation Data I/O
Local I/O Remote I/O

1 IC
2 ISG
3 BSG
4 BSD
5 VCGI
6 VHC
7 TVH
8 VHI

By the parallel algorithm shown above, the computation
of the 3-base-plane volume intersection is decomposed onto
each PC of the cluster. The processes assigned on each PC
can then be categorized as follows, which is also summa-
rized in Table 1.

• Computation Phase

The computation phase is the step where the process
time is mainly spent for arithmetic instructions. For
the camera node, the steps of ISG, BSG, VCGI, VHC
and VHI are categorized as computation phases. For
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Figure 2. Sequential Processing Model on
Node PC

the computation node, computation phases consists of
the steps of VCGI, VHC and VHI.

• Data I/O

The data I/O phase is the step where the process time
is mainly spent for reading or writing data between the
memory and the I/O devices, for example, storages,
the capture board, the network card and so on. While
such processes need little CPU power on recent PC ar-
chitecture, the computation phases is stopped by these
processes. On a PC cluster system, the data I/O phases
consists of 2 types as local I/O and remote I/O. In the
above parallel algorithm, for the camera node, the lo-
cal I/O phase contains the IC step and the remote I/O
phases contain the BSD and TVH steps. For the com-
putation node, all data I/O phases are the remote I/O
phases which contain the BSD and TVH steps.

Notice that, while the time spent for the data I/O may
be shortened by applying high speed devices, the remote
I/O causes synchronization between nodes on a PC cluster,
and it may cause extra wait time between the computation
phases. Figure 2 shows an example of time flow for 4 cam-
era nodes executing the parallel 3-base-plane volume inter-
section. On the top of the figure, at each capturing time, the
nodes are synchronized. And after the capturing, the com-
putation is distributed on each node. We call the processing
between 2 capturing on each node as the processing cycle,
and the details of one processing cycle are shown at the bot-
tom of the figure. On each node, the processes are carried
out sequentially. At the start, all nodes are synchronized
for the image capturing. Since the computation amount of
BSG and VCGI depend on the size of the input silhouette
and the camera layout, the time for these phases differs on
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Figure 3. Pipeline Processing Model on Node
PC

each node. While the end timing of these phases on each
node are different, the end timing of the BSD and the TVH
are synchronized by the communication between nodes. It
is clear that extra wait time is caused by the synchroniza-
tion, and such wait time will not be shortened even though
the time for BSD or TVH are shortened.

To get rid of such extra wait time, we propose the
pipeline processing model on each node PC. That is, on the
PC cluster, the parallel pipeline processing is carried out
like Figure 3 shows.

In the figure, the processing flow of 4 camera nodes is
shown on the top, and the details of the processing cycle on
one node is shown at the bottom. On each node, the 8 steps
of IC, ISG, BSG, BSD, VCGI, VHC, TVH and VHI are ex-
ecuted as 8 stages of the pipeline processing, i.e. each stage
is the processing step for each of the continuous 8 frames
respectively. In this parallel pipeline processing model, all
nodes are only synchronized for the image capturing at the
start of each cycle. After that, processes on each node are
carried out concurrently. Since both the computation phases
and the data I/O phases are executed simultaneously in one
cycle, the computation phases will not be stopped by data
I/O, including the remote I/O phases. That is, no extra
wait time is spent during one cycle in the parallel pipeline
processing model. Although the process for one frame is
accomplished in multiple cycles, the processing interval is
shortened from the summation of all steps + extra wait time
to the time of the stage which runs longest.

To realize the pipeline processing model shown in Fig-
ure 3 on each node, the concurrent programming platform is
required. While most recent operating systems support con-
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current programming, there exist the following problems in
practice:

• Hardware Resource Conflict

As Figure 3 shows, the BSD and the TVH stages need
access to the network devices. If only one network
card is available for accessing, the two stages can not
be executed at the same time. That is the mechanism
for avoiding such resource conflict is required.

• Limitation of CPU Resource

In most recent operating systems, the concurrent pro-
gramming is realized by the time sharing scheduling
(TSS) mechanism. That is, each full program is split
into multiple executive units, and by switching the ex-
ecutive unit on CPU in a tiny time interval, multiple
programs are executed concurrently in appearance. On
such OS, the number of the units concurrently invoked
at exactly same time will never be greater than the
number of the CPU. Suppose each stage in Figure 3
is the executive unit, in practice, if the CPU number
is less than 8, all 8 stages will never be executed at
exactly same time, but be executed in some order de-
termined by the OS scheduling mechanism.

• Stage Order

Since not all stages can be invoked at exactly same
time in practice, the invoking order of the stages will
affect the process time of one cycle. If the time of
each stage is static, the optimal order can be deter-
mined beforehand. But as mentioned so far, the pro-
cess time changes dynamically while the shape of the
object changes. So the mechanism to change the stage
order dynamically is required.

As the summary, both the mechanisms of avoiding re-
source conflict and managing the stage order are required to
realize the parallel pipeline processing for the real-time 3D
shape reconstruction.

Furthermore, the parallel pipeline processing model is
suitable for a general parallel computation on a PC cluster
architecture because the extra wait time caused by the data
sharing can be got rid of. Also the problems of the resource
conflict and the stage order, i.e. the order of executive unit,
are also general problems for the concurrent programming
on most recent PCs.

In what follows, the system design to realize the parallel
pipeline processing on a PC cluster is shown in details.

4.2. Multi-thread Implementation of Mul-
tiple Stages

To realize the parallel pipeline processing on the PC
cluster, the following types of modules are designed.

m [0]1

m [1]1

m [0]2

m [1]2

m [0]3

m [1]3

M1M1 M2M2 M3M3

Memory Pool

Tree of Control Units

Root Control Unit

Control Unit Control Unit Control Unit

Figure 4. Overview of The Control Module

• Processing Module This module consists of the mem-
ory addresses for the input and the output, and the pro-
gram routines of one step in the parallel algorithm. The
processing module can be categorized as the following
3 types : Computation Module, Local I/O Module and
Communication Module. Each phase of the parallel al-
gorithm is implemented as one processing module and
is bound to one thread.

• Control Module To realize the parallel pipeline pro-
cessing, not only the input and the output of each mod-
ule should be assigned correctly, but also the mech-
anisms of avoiding resource conflict and managing
stage order should be realized. While each processing
module is bounded to one thread, the control module
is designed to manage the threads and to realize the
above tasks. The details of the control module will be
described in the next section.

4.3. Thread Tree Control Model for
Threads Scheduling

The overview of the control module is shown in Figure 4.
The control module consists of a memory pool and multiple
control units which are organized in a tree structure. The
details of these items are shown below.

By keeping double memory blocks for each phase, each
phase can be executed concurrently. By alternating the
buffer index between 0 and 1, the last output of the precede
phase is given to the subsequent phase as the input, thus just
realizes the pipeline processing. By applying this input &
output assignment for each cycle, each processing module
realizes one stage of the pipeline processing.

The control module consists of multiple control units and
each of them is just one thread. All units are organized as
a tree structure as shown below. Notice that the structure of
the root control unit differs from others and is shown later.
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Common Control Unit The following shows the details
of the structure of the control unit.

• Parent Handle: The handle of the control unit which
is the parent of this control unit.

• Children Handle List: The list contains the handles of
the control units which are the children of this control
unit.

• Processing Module Handle: By this handle, one
processing module is bound with the control unit.
The computation or the communication routines of the
module can then be called by the control unit through
this handle.

• Control Routine: As mentioned above, the control
routine is the main routine of the thread. When the
thread is created, the following cycle is executed to re-
alize the controlling task.

1. Sleep until being waken up.

2. Call the routine of the bound module, using the
processing module handle.

3. When the routine of the bound module ends,
wake up all of the child control units.

4. Sleep until all child control units finish one cycle.

5. Assign the input and the output for the bound
module for the next cycle.

6. Inform the parent control unit the cycle finishing
of this unit.

Root Control Unit The structure of the root control unit
is shown below.

• Children Handle List

This is the same as the common control unit.

• Cluster Synchronization Routine

These routines are used to synchronize the pipeline
processing with other nodes in the PC cluster.

• Control Routine

When the program starts, the following cycle is exe-
cuted in the root control unit.

1. Call the cluster synchronization routine.

2. Wake up all of the child control units.

3. Sleep until all child control units finish one cycle.

As the summary, the following mechanisms are intro-
duced in the control module for the pipeline processing.

ROOT

BSD

TVH

BSGVCGI

VHC

IC

VHI

ISG

Figure 5. The Control Module for The Parallel
Pipeline

• By allocating double memory blocks for each process-
ing module and assigning them as the input and output
alternatively, memory access conflicting in the concur-
rent programming is avoided.

• By organizing the multiple threads, i.e. the control
units as a tree structure, the executing order can be eas-
ily controlled.

4.4. Control Module for the Parallel 3-Base-
Plane Volume Intersection

Figure 5 shows the detailed control module designed
for our system. The root control unit has 4 children
units1, which means when the processing cycle start, the 4
stages(“VHI”, “BSD”, “VCGI”, and “BSG”) will run con-
currently. Notice that while the “BSD” stage is a commu-
nication stage, other 3 stages are computation stages. That
is during the wait time caused by the “BSD”, the CPU will
not be idle for the computation threads are running. Further-
more, by assigning the other communication stage “TVH”
as the child of “BSD”, the network interface conflicts can
be avoided. Meanwhile, by starting the communication
stage(“BSD”) at the beginning of the processing cycle on
each node, the communication stages of all nodes are syn-
chronized and the wait time over nodes can also be short-
ened.

In what follows, the evaluation experiments are shown to
prove the efficiency of the proposed model.

5. Performance Evaluation

In this section, some experiments are conducted to eval-
uate the performance of the parallel pipeline processing.

1The reason for the number of “4” will be described later in the next
section.
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5.1. Setup of Experiments

9 to 27 nodes PCs are utilized, and 9 of them are assigned
as camera nodes, i.e. the nodes with camera connected. The
hardware specification is shown in Table 2. The operating
system is GNU/Linux of version 2.4.18.

Table 2. System Specification
PC

CPU Xeon 3.6Ghz Dual
Memory 2GByte

Camera (Sony DFW-VL500)
Image size VGA(640 × 480)
Frame rate 15 fps (Ext. Trigger)

As described above, by applying thread tree model, mul-
tiple stages can be executed concurrently. However, on a
real system, only up to the number of CPUs threads can
be executed exactly parallel. On our system, by enabling
the Hyper-Threading feature, total 4 CPUs are detected by
the OS, and total 4 threads can be executed exactly con-
currently. So just 4 children units are assigned to the root
control unit in Figure 5.

In the following evaluation experiments, we have total 9
camera inputs for acquiring the full 3D shape of a moving
person. The number of PC nodes are changed from 9 to 27
sets.

5.2. Total Throughput

At first, the total throughput is measured, by setting the
space resolution as 10[mm] and 5[mm]2. The processing
time for one frame is measured and the average of 50 frames
is plotted in Figure6. From the graph, In both cases, the pro-
cessing time is saturated at about 80[msec], i.e. the through-
put is about 12 fps, which is limited by the capture rate of
the camera. While the camera (SONY DFW-VL500) sup-
ports the external trigger mode for the shutter synchroniza-
tion, the capturing rate is limited at 15 fps when having the
external trigger mode on. Furthermore, because the data
transfer timing is independent to the shutter timing, to syn-
chronize the capturing process of multiple cameras, the total
shutter interval is fixed at about 80[msec], i.e. about 12 fps.

5.3. Processing Time Analysis of the
Pipeline Stages

For the detailed processing time inside one processing
cycle, the time flow of each stage is measured. Figure 7

2That is, the voxel size is 10 × 10 × 10 mm3 and 5 × 5 × 5 mm3
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Figure 7. Snap Shot of Processing Time for
Each Stage, total nodes number = 27, resolu-
tion = 5[mm]

shows one snapshot of the processing time of each stage
within one cycle on one of the 27 PC nodes. The resolution
is 5[mm]. In the figure, each flowing bar shows the start and
the end timing of each stage. The data label on each bar is
the interval of the stage in millisecond.

As mentioned before, by enabling the Hyper-Threading
feature, up to 4 threads can be executed simultaneously,
which is proved by the graph in Figure 7. From the graph,
the “IC” time bar is the longest and dominates the total
throughput. This proves that the reason of the saturation
is the capturing rate of the camera.

Among the computational stages, the “VCGI” time bar
is the longest, which is about 30 [msec]. That is, the poten-
tial speed at the resolution of 5[mm] is about 30 fps if no
limitation of the capturing rate exists.

As a result, the computation rate is over the capturing
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rate and the real-time computation of the full 3D shape is
realized on our system.

6. Conclusion

In this paper, we describe the 3-base-plane volume in-
tersection and its parallelization. By this method, the plane
based volume intersection can be conducted with arbitrary
camera layouts. This enables to carry out the volume in-
tersection with an active camera task, for example, the 3D
shape reconstruction while active tracking. For the parallel
pipeline implementation, we proposed the thread tree con-
trol model. The high performance of the algorithm and the
implementation model is proved by the evaluation experi-
ments.

Furthermore, while one stage is implemented as one
thread here, it could improve the throughput much better
to split heavy stages into multiple threads. It is obvious that
such extension can be achieved easily and dynamically by
the thread tree control model.
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